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CONSULTING, IMPLEMENTATION, SUPPORT
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We combine innovative technologies such as machine learning and natural
language processing with search and big data analytics to transform the way 

people work. 

Our mission is to help enterprises unlock the full value within their unstructured
and structured data. 

CELI enables enterprises to unlock the full value within their unstructured and 
structured data via:

We combine innovative technologies such as machine learning and natural language
processing with search and big data analytics to transform the way people work. 
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Data Science for Industries

We employ smart algorithms, Machine and Deep Learning to understand the 
relations across a vast number of KPIs, in order to develop complex 

forecasters (e.g. to predict sales across a vast product catalogue) and 
decision support systems (e.g. to identify the most dangerous situations 

and prescribe the best course of action)
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The potential impact of AI

The impact of Deep Learning is greater on top line functions and bottom line ones, 
such as supply chain management and manufacturing 

Last year’s production and sales data are not enough to understand and forecast a 
world in continuous evolution

Product sales are influenced by the WHOs, WHEREs and WHATs of each 
transaction, plus external factors: weather, events, …

Forecasting based on underlying causal drivers of demand can improve 
forecasting accuracy by 10 to 20 percent

McKinsey & Company - Notes from the AI frontier: Applications and value of deep learning, April 2018
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Weather, News, 
Social Media, …

Customer transactions, 
Store details, Website, 

ADV, …

Sales, Stock, Catalogs, 
Assortments, Seasonality, 

Network

Internal, used in most 
Predictive applications

Internal, to be 
investigated and used in 
Deep Learning systems

External, to improve performance 
or deal with difficult cases
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../ML/cluster_seasonality/results_seasonality/world_map_store_handbagsv3.html
../ML/cluster_seasonality/results_seasonality/world_map_store_handbagsv3.html


FORECAST FOR SHORT-TERM PLANNING & MONITORING
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https://facebook.github.io/prophet/docs/quick_start.html
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VALIDATIONTRAINING TEST



https://facebook.github.io/prophet/docs/quick_start.html

VALIDATIONTRAINING TEST



Boston (Winter 2015)

Weather forecast can improve sales forecast accuracy by about 5%, and the impact is 
greater for tourist hotspots and places subject to extreme weather conditions
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Extreme events, even if they 
can’t be predicted, can be 

automatically detected

Bataclan Episode (November 2015)
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STORE

• AVERAGE HANDBAG 

SALES

• LINE

• PRICE

• SEASONALITY

• NATIONALITY

• AGE OF CUSTOMER

• FUNCTION

• MATERIAL

• POINTS OF INTEREST

• CONCEPT STORE

• STORE COUNTRY

• SIZE

• COLOR

PRODUCT

MAIN 

VARIABLES

MAJOR

CORRECTIONS

MINOR 

CORRECTIONS

OTHER







With recent technological advances, computers 
now can read, understand, and use human 
language. 
These capabilities allows to recognize patterns, 
categorize topics, and analyze customer 
opinion.
We combine deep learning algorithms with a 
powerful semantic engine. 
We use cutting-edge Natural Language 
Processing algorithms (word and document 
embeddings methods, recurrent neural 
networks, attention models …) to guide the user 
in their data exploration.
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vec(king) – vec(man) + vec(woman) = vec(queen)



Event Description 

(multi-language, free text)

Dynamics/Type of Injury

Cause Analysis
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Natural Language Understanding for Safety and Risk Management in Oil and Gas Plants,

Abu Dhabi International Petroleum Exhibition & Conference, 11-14 November, Abu Dhabi, UAE 
https://www.onepetro.org/conference-paper/SPE-197668-MS



Trained on parallel corpora in a way similar to neural machine translation:
● The encoder maps the source sequence into a fixed-length vector representation, which is 

used by the decoder to create the target sequence. 
● This decoder is then discarded, and the encoder is kept to embed sentences in any of the 

training languages

Sequence-to-sequence encoder-decoder architecture

Mikel Artetxe and Holger Schwenk, Massively Multilingual Sentence Embeddings for Zero-Shot Cross-Lingual Transfer and Beyond, 

26 Dec 2018. - Published in ArXiv



Structured 

information about 

Causes:

- Fall

- Equipment

- Human Factor
Information extracted from Unstructured Reports: Recurrent Clusters and Keywords
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Get in touch! 

francesco.tarasconi@celi.it




