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Stages of Explainability

Explainability involves the entire Al development pipeline

Before building the model
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Stages of Explainability — @
Pre-modelling explainability

Before the actual modeling process

The goal is to
e Gain more useful insights from data and use them for model development

* Preprocess them for the following model development preserving their understandability

It includes:
* Exploratory data analysis: extract a summary of the main characteristics of the data

e Data description and summarization: standardize documentation, ensure proper
communication between data providers and users of datasets

 Interpretable Feature engineering: selection and preprocessing of features preserving their
interpretability 3
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Exploratory data analysis (EDA)

Statistical techniques and visualizations to gain more insights into a dataset
e Extract a summary of the data

* Visualizing the dataset

 Compute and analyze the statistical properties of the data

* mean, standard deviation, percentage of missing sample, feature dimensionality,
presence of outliers

* Knowing the data enable
* to then better understand the model will be trained on such data
* exposing biases that might exist within the data




Exploratory data analysis (EDA)

* Use common libraries
* E.g., Numpy, Pandas, Sklearn

e Ad-hoc libraries and Tools
e e.g., ydata-profiling ,FACETS, Tableu, KNIME




ydata-profiling

Analysis of a DataFrame, e.g.,

e Univariate analysis:
descriptive statistics (mean,
median, mode, etc) and
visualizations

* Multivariate analysis:
correlations, missing data,
pairwise interaction

e Compare datasets: fast and
complete report on the
comparison of datasets
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Exploratory data analysis — Example of tools

Sort by
Feature order v [ Reverseorder Feature search (regex enabled)

FACETS

Features: int(6) string(9)

train  test
* Visual feature-by-feature  NumericFeatures (6) o )
StatiStical analySiS count missing mean std dev Zeros min median max Tl Dl [Oherarass
Age
* Data diStribution, focus 32.6k 0% 38.58 13.64 0% 17 37 90
on common issues such 163k 0% 3877 1385 0% 7y 90
20 40 60 80
H H Capital Gain
as missing feature 32.6k 0% 1077.65 738529  91.67% 0 0 100k
values. 16.3k 0% 108191 7,5583.94 91.87% 0 0 100k "
. Capital Loss 10K 30K 50K 70K 90K
° Exploratlon of the 32.6k 0% 87.3 40296  95.33% 0 0 43%
relationship between 16.3k 0% 879 40311  95.31% 0 0o 3770 SR
data points across the Education-Num
) 32.6k 0% 1008 2.57 0% 1 10 16
different features 16.3k 0% 10.07 2.57 0% 1 10 16

https://pair-code.github.io/facets/




Dataset description

Goals

Communication. Ensure proper between data creators and users

Transparency. Clear data origin, characteristics, and potential biases. Users can
understand how the data was collected, processed, and analyzed

Avoid misuse of the data

Ethical Considerations: Help in addressing systemic bias in models will be developed

Reproducibility. Enable to reproduce the results or analyses conducted with the data
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Dataset description

Goals - Il
e Data governance. Provide guidelines and standards for data management practices

e Collaboration and sharing. Documented data can be easily shared and allows different
users to understand and use the data effectively

* Long-Term Preservation. Ensures that data remains accessible and usable over time by
maintaining information about its structure, format, and metadata.

e Risk Management. Documentation helps identify potential risks associated with the
data, such as privacy concerns, security vulnerabilities, or data quality issues
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Dataset description — Points to address

Points to address

* Motivation: reasons for creating the dataset and info on who created or funded it

 Composition: info on what the dataset provides, presence of errors, noise or redundancies.
Users can therefore decide if data suitable for their purposes

e Collection process: how the data were acquired, who involved in the collection and review

* Preprocessing, cleansing or tagging: info on preprocessing or software to perform it. Users
can determine if data are processed in ways that are compatible with their intended uses

e Uses: info on the tasks for which the data may or may not be used

» Distribution: info on how the dataset will be disseminated, restrictions and licences

 Maintenance: planned maintenance and updates, support and communication to the users




Dataset description

* Multiple recommendations for
standardizing dataset descriptions

e datasheets for datasets
e data statements
e dataset nutrition labels

Gebru, T., et al. "Datasheets for datasets." Communications of the ACM
64.12 2021
Bender, E. and Friedman B. Data Statements for Natural Language

Processing: Toward Mitigating System Bias and Enabling Better Science.

TACL. 2018
Holland, Sarah, et al. "The dataset nutrition label." Data Protection and
Privacy 12.12 (2020): 1.

Public

Studies of Human Cognition
with Neural Language Models

Description How to use it? 0 = sare L == cauion A = Risky | ) = Unknown
Using crowdsourcing framework MTurk,
researchers first collect recalled stories and 5 Intended Use v (@ Restrictions on Use v

summaries from workers, then provide these
summaries to other workers who write imagined
stories. Finally, months later, researchers collect
a retold version of the recalled stories from a
subset of recalled authors.

Keywords

Language Memory Cognition

Computer science Machine learning

Examining cognitive processes of
remembering and imagin... Read more

Known Use N

Recollection versus imagination:
Exploring memory an... Read more

Change this copy with restrictions on
use ... Read more

/\ Do Not Use v

Predicting characteristics of specific
U.S. sub-populations... Read more

About the dataset Inference Risks
People
At-a-glance v
Created by M. Sap, Y.Choi & 4 others v

Owned by M. Sap, Y.Choi & 4 others v

Maintained by M. Sap, Y.Choi & 4 others v

Technical information

Creation date Jan 20, 2022
Format Tabular, csv
Instances 6,854 narratives
Version V3

Collection process Self-reported v

Useful links

Data dictionary V3README. txt

Example of dataset nutrition label

About humans Technical quality review

Yes Yes Zero

i DataValues

What values are in each column?
W Manipulating data
w Labeled data & protocols

@ (How)is raw data accessible

() Feature selection

Which columns were chosen and why?

w Includes confidential data

Upstream sources

A Other imputation

A Missing or removed data

4. Proxy characteristics

Ethical review

Yes

Number of issues

v
Risky e
Safe o
Unknown o
A Number of issues

Risky (2]
Safe e
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Interpretable feature engineering

Selection and preprocessing of features preserving their interpretability

e Selection of features

e Using a lower number of feature reduces the complexity and makes the process and
the model easier to interpret

e e.g., via recursive feature elimination
* Prioritize also interpretable selection processes, e.g.,
e driven by domain experts: they select the most important features for the process

 correlation-based: compute correlations among features, keep only a/few
representative(s) of correlated ones




Interpretable feature engineering

Selection and preprocessing of features preserving their interpretability

* Interpretable feature engineering

e Creating or transforming features in a way that makes them understandable by
humans

 Discretization (from age to <30, 30-60, >60)
e Semantic binning (from age to young, adult, senior)

 Statistics over windows: e.g., from time series to mean, percentiles, standard
deviation of windows

* Domain Knowledge Integration: create domain-drive features that are
meaningful for the problem and interpretable
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