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Project. This research proposes to investigate prototype-based/example-
based explanation methods for audio classification to provide interpretable in-
sights into the model decisions via listenable example-based explanations.

Overview.

Audio classification is the task of categorizing audio data into predefined classes.
This task finds multiple applications, such as music genre classification and
environmental sound monitoring. Recent solutions proposed prototype-based
solutions to address the need for more interpretability of these models [7, 8, 9].
This project proposes to investigate prototype-based explanation methods for
audio classification to provide interpretable insights into the model decisions via
listenable example-based explanations.

Goal.

The task of the project is first to review existing explanation methods for au-
dio classification, analyzing both by design and post-processing explainability.
Then, the project aims to identify existing research gaps in the explainable
AT literature for audio classification, focusing on prototype-based (or instance-
based) explainability methods. Examples of research gaps include proposed
example-based post-hoc methods and associating prototypes with specific class
labels or groups of samples. Examples of analysis can be the investigation of
techniques for generating prototypes that capture the distinct characteristics
of each audio class. This process may involve clustering algorithms, such as
K-means, to identify representative instances for each class (e.g., as [6] for time
series). Other analyses can investigate the adoption of prototype networks pro-
posed in the context of image classification [2, 3, 4, 5] in the context of audio
classification for an interpretable-by design solution (e.g., [7, 8, 9, 1].



Required analysis, implementation, and evaluation.

e Literature Review. Conduct a systematic review of existing explanation
methods for audio classification, both by design and post-hoc. Focus the
analysis on prototype-based/explanation-based explanation approaches.

e Identification of Research Gaps. Identify key research gaps in the
context of explainability methods for audio classification.

e Implementation. Select a specific research gap to address. Propose and
implement a methodology to address the identified research gap. This
process may involve proposing a novel approach or adapting existing ex-
plainability methods to suit the context of audio classification.

e Evaluation. Assess the effectiveness and applicability of the newly im-
plemented approach.
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