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Project. This research aims to propose new methods for the identification
and mitigation of disadvantaged subgroups in text classifiers.

Overview.

The identification of subgroups in which a model performs differently than over-
all behavior enables model understanding at the subgroup level and investigates
their fairness and robustness. Existing solutions focus on tabular [5, 3, 1, 4] and
speech data [2]. For speech data, they focus on the interpretable representation
of utterances (e.g., the gender of the speaker, the speaking rate, and the level
of noise). Few works focus on textual data, and most of them usually rely on
template-generated evaluation data [6].

Goal.

The project involves identifying interpretable representations of textual data. A
possible direction is to use LLM-prompts to derive categories (close to concept-
based approaches). A definition of a hierarchy of categories could further enable
the understanding. Once identified, we can leverage existing approaches for
problematic subgroup identification.

Required analysis, implementation, and evaluation.

• Literature Review. Conduct a systematic review of existing NLP fair-
ness metrics, and techniques for the identification and evaluation of sub-
groups in textual data.

• Identification of Research Gaps. Identify key research gaps for identi-
fying and evaluating subgroups performance, and optionally for mitigating
performance disparities.

• Implementation. Select a specific research gap to address. Propose
and implement a methodology to identify and evaluate subgroups’ per-
formance. This may involve 1) using LLM-prompting in zero or few-shot
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learning for annotating metadata in texts or 2) deriving categories (e.g.,
concept-based). Then, propose or leverage existing techniques of sub-
groups’ performance disparities mitigation.

• Evaluation. Assess the effectiveness and applicability of the newly im-
plemented approach for at least two datasets.
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