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Project. Given the increasing adoption of speech classification models,
recent works in explainable AI address the issue of their lack of interpretability.
This project focuses on identifying research gaps in feature attribution methods
for speech classification models and proposes novel solutions to improve speech
model interpretability.

Overview.

Speech classification models are widely adopted for various tasks, such as intent
classification, keyword spotting, and emotion recognition. Speech models are
increasingly adopted end-to-end, i.e., directly processing the audio signal with-
out transcribing and operating on the text data. However, these models often
lack interpretability, not revealing the reason behind individual prediction. To
address this limitation, recent works address this issue by proposing feature at-
tribution explainability methods. Some works operate on spectrograms [2, 1]
and highlight parts of the spectrogram impacting predictions close to saliency
map visualization in image classification tasks. Other works operate on the
audio signal itself [3, 4, 6, 5], providing which audio segments impact the pre-
diction, including equal-width audio [3] or phoneme-level [5] or word-level audio
segments [4]. Moreover, recent works also focus on the paralinguistic aspects [4].

Goal.

The task of the project is first to review existing explanation methods for speech-
based classification systematically. Then, the project aims to identify existing
research gaps in the explainable AI literature for speech classification, focus-
ing on feature-attribution explainability methods. Examples of research gaps
include the combination of word-level explanations with paralinguistic aspects
and assessing the quality of explanations.
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Required analysis, implementation, and evaluation.

• Literature Review. Conduct a systematic review of existing explanation
methods for explaining the behavior of speech classification models.

• Identification of Research Gaps. Identify key research gaps to address
for the context of explainability methods for speech classification.

• Implementation. Select a specific research gap to address. Propose and
implement a methodology to address the identified research gap. This
may involve proposing a novel approach or adapting existing explainability
methods to suit the context of speech classification.

• Evaluation. Assess the effectiveness and applicability of the newly im-
plemented approach.
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