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Project. Evaluating the quality of explanations generated by explainabil-
ity methods is critical for ensuring the reliability of explanations in real-world
applications. This project focuses on enhancing the evaluation of explanation
quality in the context of text classification.

Overview.

Evaluating the quality of explanations of the prediction of machine learning
models is crucial for ensuring the reliability and trust of explanations. Various
evaluation methods focused on assessing different aspects of explanation qual-
ity such as faithfulness, plausibility, robustness, and compactness [1, 3, 5, 6].
Considering this relevance, different libraries and tools have been proposed for
evaluating explanations [2, 4]. Despite the efforts, many explainability libraries
only cover a subset of these methods.

Goal.

The task of the project is first to systematically review existing evaluation meth-
ods to assess the quality of the explanation. Then, the project aims to improve
the evaluation capabilities of a specific package, ferret [4], which focuses on
explainability methods tailored for transformers. The package ferret includes
only a few faithfulness measures and plausibility measures. The project involves
studying other possible metrics suitable for the task of text classification. Once
identified, the task of the project is to implement them and assess them.

Required analysis, implementation, and evaluation.

• Literature Review. Conduct a systematic review of existing evaluation
methods for explanation quality assessment in text classification.

• Identification of Metrics. Identify a set of metrics suitable for evaluat-
ing explanations for text classifiers not yet included in the ferret package.
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• Implementation. Select and implement 2-3 promising metrics within
the ferret package.

• Evaluation. Assess the effectiveness and applicability of the newly im-
plemented metrics by comparing them across different attribution-based
explanation methods.
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