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Definitions

AAI4SEapplies augmented intelligence and machine learning
techniques to support systems engineering practidese and more
systems are software controlled

ASE4Abpplies systems engineering methods to learnivased
systems' design and operation



Definitions

ALLMBased Software Engineering (LLMSEjegration of Large
Language Models (LLMs) into software engineering. It encompasses
any application where the products or processes leverage LLMs to
enhance development and operational efficiency.



Definitions

ALLM ApplicationDefined as any task or activity that benefits from
LLM Insights. This broad definition captures the essence of LLM's
versatility across various domains, offering improvements through its
advanced computational capabilities.

ALLM ConsumerAny individual, system, or process that utilizes LLM
outputs. This definition acknowledges the wide array of LLM
beneficiaries, from developers and businesses to automated systems,
all relying on LLAMenerated intelligence.



Definitions

AAssured LLMSHhis innovative approach guarantees the reliability of
LLM outputs. Every response from an LLM, possibly after undergoing
post-processing, comes with a verifiable assertion of its usefulness.
Assured LLMSE sets a standard for trust and quality in the application

of LLMs In software engineering.
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Current state of the art

AlIn Software Engineering literature, more than 70 different LLMs have been
used for SE tasks. All three categories of LLMs (decodenly, encoder
decoder, and encoderonly) have been used.

ADifferent categories of LLMs serve a specific purpose in SE tasks:

- Encoderonly LLMs are mostly used on comprehensive understanding;

- Encoderdecoder LLMs are mostly used for tasks requiring understanding input
Information followed by content generation;

- Decoder-only LLMs are more suitable for generation tasks.

AThe most widely used LLMs are with decodeamnly architectures.
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Some Examples

Model Type Example of SE tasks

Encoder-only Understanding Code Understanding
Bug localization
Vulnerability detection

Encoder-Decoder | Understanding and Generation | Code summarization
Code translation
Program repair

Decoder-only Generation Code generation
Code completion
Test case generation
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Criteria for LLM selection

AThe selection of LLM for SE tasks should involve more careful consideration
rather than arbitrary choice.

AKey factors guiding this selection are:
A Model proficiency in understanding the context of the code
A Ability to generate relevant content

A Responsiveness to finetuning

A Demonstrated performance in SEspecific benchmarks



Taskspecific fine tuning

AA notable trend is the customization of LLMs for precise SE tasks.

ABy fine tuning models with datasets tailored to specific functions (e.g., bug
detection or code review) researchers are able to achieve marked
performance improvements.
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Types of Datasets
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Sources for datasets

A Data determines the generalization ability, effectiveness, and performance of the
models.

A Four different methods can be used for data collection:

A Open-source datasets : publicly accessible collections of data that are often disseminated
through opensource platforms or repositories.

A Collected datasets : datasets compiled from the researchers directly from a multitude of
sources, including (but not limited to) major websites, forums, blogs, and social media
platforms.

A Constructed datasets : specialized datasets that researchers create by modifying or
augmenting collected datasets to better align with their specific research objectives.

A Industrial datasets : obtained from commercial or industrial entities; often contain
proprietary business data, userbehaviourlogs, and other sensitive information.
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Sources for datasets

AMain benefits of opensource datasets:
A Authenticity and credibility;
A They often contain realworld data collected from various sources;

A LLMs have recently emerged so a lack of suitable sets does exist. Therefore,
researchers often collect data from opensource repositories.



Eng

~ Types of data utilized in training
LLM4SE

AText-based datasets : datasets composed by textual (natural language)
elements, or nonfunctioning code (snippets).

A Among textbased datasets there are programming tasks/problems, the most frequently
used of all data types. This dominance can be attributed to the diverse and challenging
nature of programming problems.



Types of data utilized In training
LLM4SE

ACode-based datasets: datasets composed only by code artefacts.

A Among codebased datasets, the predominant ones are repository of production source
code. This predominance is due to the fundamental role in SE, since source code serves
as the foundation of any software project.

A Other common data types are bugs/buggy code, patches for program repair, vulnerable
source code.
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Types of data utilized In training
LLM4SE

AGraph-based datasets : can be used when representing the GUI states of an
application to develop or test.

A An example is the use of screenshot from Google Play Android to construct a graphical
user interface (GUI) repository.
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Types of data utilized In training
LLM4SE

A Software repository based -datasets: compilations of data extracted from
version control systems, such as Git repositories, containing code,
documentation, and related artefacts.

A This data includes code repository, issues and commits, and so on.

A The data in code repositories providénformation covering all aspects of the software
development process (history, issue fixes, feature improvements, quality
ctt Wttt GLUqt Bb

A These data are valuable for studyingehavioursand trends in the software development
process.
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Types of data utilized In training
LLM4SE

ACombined datasets: combinations of multiple types of datasets.
A~Yt queaYaayYUOW ¢qcect Wat Wel WWbLG!E YNNI ¢ GG RUNWgct t
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AThe data types influence the selection of datgreprocessing techniques
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Used tuning technigues

AMany generalpurpose LLMs (e.g., ChatGPT) are efficiently and directly
applied to SE tasks such as code generation, code summarization, and
program repair without fine tuning.

ATuning is often needed to realize the true potential of LLMs.
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Used tuning technigues

A Many studies have used BERT series models with full tuning
A This requires a large amount of computational resources, and massive amounts of data.

A ltis also costly to train and deploy the finduned models separately for each downstream task.

A Some efforts to reduce the burden:
A In-Context Learning (ICL)
A Parameter Efficient FineTuning (PEFT)
A Low-Rank Adaptation LoRA
A Prompt tuning
A Prefix Tuning
A Adapter Tuning

A Reinforcement Learning (RL)
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Types of data utilized In training
LLM4SE

[LLM4SE]

Category Data type Total
Text-based | Programming tasks/problems (42) Prompts (33) 151
datasets | SO (ie. Stack Overflow) posts (12) Bug reports (11)
Requirements documentation (9) APIs/API documentation (8)
Q&A pairs (6) Vulnerability descriptions (4)
Reviews (4) Logs (3)
Methods (3) Project issues (3)
Code comments (2) Theorems (2)
Buggy text (1) Dockerfiles (1)
Outage descriptions (1) Semantic merge conflicts (1)
Site text (1) Software development tasks (1)
User intents (1) Software specifications (1)
User reviews (1)
Code-based | Source code (60) Bugs/Buggy code (16) 103
datasets | Vulnerable source code (8) Patches (4)
Code changes (3) Test suites/cases (3)
Bug-fix pairs (2) Error code (2)
Error-fix pairs (1) Flaky test cases (1)
Identifiers (1) Labeled clone pairs (1)
Packages (1)
Graph-based | GUI Images (1) 1
datasets
Software | Code repository (9) Android apps (3) 20
repository | Issues and commits (3) Pull-requests (2)
-based datasets | Industrial projects (1) Open-source projects (1)
Web applications (1)
Combined | Programming tasks and test suites/cases (17) Source code and comments (12) 55
datasets | Programming tasks and solutions (8) Source code and description (3)
Code-text pairs (2) Souce code and API usage sequences (2)
Source code and test suites/cases (2) Bug report and test suites/cases (1)
Buggy code and comments (1) Buggy code and solutions (1)
Code files and summaries (1) Binary code and related annotations (1)
Failing test code and error messages (1) Source code and Q&A pairs (1)
Source code, methods, and logs (1) Vulnerable code and description (1)
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Text-based datasets: MBPP

AMostly Basic Python Programming

AA benchmark of around 1000 crowesourced Python programming problem,
designed to be solvable by entrfevel programmers, covering programming
fundamentals, standard library functionalities, and so on. Each problem
consists of a task description, code solution, and 3 automated test cases.

A https://huggingface.co/datasets/google-research-datasets/mbpp
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Text-based datasets: MBPP

Text Code Test List
Write a function to reverse words in . defreverse_ wordgs): return ' [ "assertreverse _word@"python
given string. '.Jjoin(reverseds.spli())) program")==("programpython\")",

"assertreverse_wordf"java
languagé&")==("languaggava")",
"assertreverse _word8"indian
man\")==0"man indian")" ]

Write a function to check if the given def prime_num(num): if num>=1: for [ "assertprime_nun{13)==True",
integer is a prime number. | in range(2num//2): if (num% i) == "assertprime_nun(7)==True", &ssert
O: return False elsereturn True else: prime_nun{-1010)==False" ]
return False
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Text-based datasets: Bug Reports and
Changesets

AChangesets can encapsulate code
changes across one or multiple source

[ Large Language Models ] [LLM4SE]

Code f||es #Bugs  #Changesets #Changeset-files #Hunks
Aspect] 200 2,939 14,030 23,446

- . . .. JbT 94 13,860 28.619 130,630
AModifications to each fileare divided PDE 60 9.419 12303 100373
. . . SWT a0 10,206 25,666 69,833
iInto hunks T groups of modified lines Tomeat 193 10,034 30866 72134
E}:lng 20 843 2,846 6,165

surrounded by unchanged (context
lines)
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Text-based datasets: Bug Reports and
Changesets

Bug 83699

Summary: Font reset to default after screen saver

Description: All editors and views using a StyledText widget have the
font reset to default after coming back from my screen saver. [..].

This breakpoint gets hit when | retumn from the screen saver:

[..] StyledText(Control).updateFont({Font, Font) line: 2913

glt |:In‘*l= 581’?333 1|:I3bd23I:r|::9|:+53::|EEde4cf369158453b45
]/ eclipse;/swi 1gets/Composite.java
{Empty Hnes ﬂmarred}
”o d upda ercmt {Fﬂnt ﬂlan::-n" Fu::-v new Fﬂ 1t‘. -:

~ Control [] chﬂ::lr‘erh = get{:mldren {}
for (int i=0; i<children.length; i++) {
Control control = children [i];

3/ eclipse/swt/widgets/Control.java
{ empr}r .fmes omitted ]
void updateFont (Font oldFont, Font newFont) {

Font font = getFant ();
| {fu::n e:ualﬁ DdFm |5etrﬂnt {new Fmt*,:

H

void updatelayout (boolean resize, boclean all) {
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Text-based datasets: Post2Vec (Stack

Overflow posts)

A Posts onstackoverflow can be separated
In several different steps:

1) Separation of description and code
snippets from the body

2) Remove HTML tags

3) Tokenize title, description and code
snippets

4) Construct component-specific
vocabularies

[LLM4SE]

____________________________________________________

_____________________________________________________

NNz NNgescription | NN¢oa
By S Sy A
: |
: Post vector |
| i
! I
! I
. b oo
: I
] Fully connected layer for mapping H
: the post vector to a tag vector :
: b b
! I
: I

1
: A tag vector for the i
: Stack Overflow post i

1
1

i | Preprocessing

Input layer

7] Feature

extraction
layers

Feature
fusion layer

Tag prediction
layer



&
"iuﬁ riteenico SO ftEng—— [ Large Language Models | [LLM4SE]

 Text-based datasets: Post2Vec (Stack
Overflow posts)

o
S -.‘-

Title | How do | write JSON data to a file?

| have JSON data stored in the variable data . Description

| |'want to write this to a text file for testing so | dont have to grab the data from the server each time,

Currently, | am trying this:

oby = open('data.txt’', ‘wb')
oby.write(data) Code
obj.close

Body

And am receiving the error

TypeError: msust be string or buffer, not dict DeSCI'IptIOI'l

Tags

https://doi.org/10
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Code -based datasets:

CodeSearchNet

A2 million (comment, code) pairs from
open source libraries. Concretely, a
comment is a top-level function or
method comment (e.g. docstrings in
Python), and code Is an entire function
or method.

ACurrently, the dataset contains Python,
Javascript Ruby, Go, Java, and PHP
code.

phe

java
python

go
javascript
ruby

578118
496688
457461
346365
138625

53279
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Code -based datasets:
CodeSearchNet

&

'def get _vid _from_url(url):\n'

' """Extracts video ID from URL.

: muny

return matchl(url, r'youtul\\.b

matchl(url, r'youtube\\.com/
matchl(url, r'youtube\\.com/
matchl(url, r'youtube\\.com/
parse_query_param(url, 'v')

parse_query_param(parse_quer
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Software repository -based datasets:
DeHallucinator

A Utilization of full projects mined from
GitHub as dataset to finetune a LLM
agent.

A To create a dataset for APielated code
completion, APl usages are removed from the
benchmark projects. The removed API calls are
used as ground truth to be predicted from the
model.

A For test generation, tests are removed from the
projects.



