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Definitions

ÅAI4SEapplies augmented intelligence and machine learning 
techniques to support systems engineering practicesMore and more 
systems are software controlled

ÅSE4AIapplies systems engineering methods to learning- based 
systems' design and operation
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Definitions

ÅLLM-Based Software Engineering (LLMSE): integration of Large 
Language Models (LLMs) into software engineering. It encompasses 
any application where the products or processes leverage LLMs to 
enhance development and operational efficiency.
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Definitions

ÅLLM Application: Defined as any task or activity that benefits from 
LLM insights. This broad definition captures the essence of LLM's 
versatility across various domains, offering improvements through its 
advanced computational capabilities.

ÅLLM Consumer: Any individual, system, or process that utilizes LLM 
outputs. This definition acknowledges the wide array of LLM 
beneficiaries, from developers and businesses to automated systems, 
all relying on LLM-generated intelligence.
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Definitions

ÅAssured LLMSE: This innovative approach guarantees the reliability of 
LLM outputs. Every response from an LLM, possibly after undergoing 
post-processing, comes with a verifiable assertion of its usefulness. 
Assured LLMSE sets a standard for trust and quality in the application 
of LLMs in software engineering.
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LLM4SE

[LLM4SE]



[ Large Language Models ]

A Word Cloud
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Current state of the art

ÅIn Software Engineering literature, more than 70 different LLMs have been 
used for SE tasks. All three categories of LLMs (decoder-only, encoder-
decoder, and encoder-only) have been used.

ÅDifferent categories of LLMs serve a specific purpose in SE tasks:

- Encoder-only LLMs are mostly used on comprehensive understanding;

- Encoder-decoder LLMs are mostly used for tasks requiring understanding input 
information followed by content generation;

- Decoder-only LLMs are more suitable for generation tasks.

ÅThe most widely used LLMs are with decoder-only architectures.

[LLM4SE]
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Current state of the art
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Some Examples
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Criteria for LLM selection 

ÅThe selection of LLM for SE tasks should involve more careful consideration 
rather than arbitrary choice.

ÅKey factors guiding this selection are:

ÅModel proficiency in understanding the context of the code

ÅAbility to generate relevant content

ÅResponsiveness to fine-tuning

ÅDemonstrated performance in SE-specific benchmarks

[LLM4SE]
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Task-specific fine tuning

ÅA notable trend is the customization of LLMs for precise SE tasks.

ÅBy fine tuning models with datasets tailored to specific functions (e.g., bug 
detection or code review) researchers are able to achieve marked 
performance improvements.

[LLM4SE]



[ Large Language Models ]

Types of Datasets
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Sources for datasets

ÅData determines the generalization ability, effectiveness, and performance of the 
models.

ÅFour different methods can be used for data collection:

ÅOpen-source datasets : publicly accessible collections of data that are often disseminated 
through open-source platforms or repositories.

ÅCollected datasets : datasets compiled from the researchers directly from a multitude of 
sources, including (but not limited to) major websites, forums, blogs, and social media 
platforms.

ÅConstructed datasets : specialized datasets that researchers create by modifying or 
augmenting collected datasets to better align with their specific research objectives.

ÅIndustrial datasets : obtained from commercial or industrial entities; often contain 
proprietary business data, user behaviour logs, and other sensitive information. 

[LLM4SE]
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Sources for datasets
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Sources for datasets

ÅMain benefits of open-source datasets:

ÅAuthenticity and credibility;

ÅThey often contain real-world data collected from various sources;

ÅLLMs have recently emerged т so a lack of suitable sets does exist. Therefore, 
researchers often collect data from open-source repositories.

[LLM4SE]
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Types of data utilized in training 
LLM4SE
ÅText-based datasets : datasets composed by textual (natural language) 

elements, or non-functioning code (snippets). 

ÅAmong text-based datasets there are programming tasks/problems, the most frequently 
used of all data types. This dominance can be attributed to the diverse and challenging 
nature of programming problems. 

[LLM4SE]
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Types of data utilized in training 
LLM4SE
ÅCode-based datasets: datasets composed only by code artefacts.

ÅAmong code-based datasets, the predominant ones are repository of production source 
code. This predominance is due to the fundamental role in SE, since source code serves 
as the foundation of any software project. 

ÅOther common data types are bugs/buggy code, patches for program repair, vulnerable 
source code. 

[LLM4SE]
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Types of data utilized in training 
LLM4SE
ÅGraph-based datasets : can be used when representing the GUI states of an 

application to develop or test.

ÅAn example is the use of screenshot from Google Play Android to construct a graphical 
user interface (GUI) repository.

[LLM4SE]
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Types of data utilized in training 
LLM4SE
ÅSoftware repository based -datasets: compilations of data extracted from 

version control systems, such as Git repositories, containing code, 
documentation, and related artefacts.

ÅThis data includes code repository, issues and commits, and so on.

ÅThe data in code repositories provide information covering all aspects of the software 
development process (history, issue fixes, feature improvements, quality 
ċƚƚĲƚƚůĲŰƣƚвь

ÅThese data are valuable for studying behaviours and trends in the software development 
process.

[LLM4SE]
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Types of data utilized in training 
LLM4SE
ÅCombined datasets: combinations of multiple types of datasets.

Å~ŸƚƣШĦŸůůŸŰШĬċƣċƚĲƣƚШċƖĲШљƓƖŸŊƖċůůŔŰŊШƣċƚťƚШċŰĬШƣĲƚƣШƚƨŔƣĲƚоĦċƚĲƚњ

ÅвŸƖШƚŸƨƖĦĲШĦŸĬĲШċŰĬШĦŸůůĲŰƣƚоĬŸĦƨůĲŰƣċƣŔŸŰ
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Data -preprocessing

ÅThe data types influence the selection of data-preprocessing techniques

[LLM4SE]



[ Large Language Models ]

Used tuning techniques

ÅMany general-purpose LLMs (e.g., ChatGPT) are efficiently and directly 
applied to SE tasks such as code generation, code summarization, and 
program repair without fine tuning.

ÅTuning is often needed to realize the true potential of LLMs.

[LLM4SE]
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Used tuning techniques

ÅMany studies have used BERT series models with full tuning

ÅThis requires a large amount of computational resources, and massive amounts of data.

Å It is also costly to train and deploy the fine-tuned models separately for each downstream task.

ÅSome efforts to reduce the burden:

Å In-Context Learning (ICL)

ÅParameter Efficient Fine-Tuning (PEFT)

ÅLow-Rank Adaptation (LoRA)

ÅPrompt tuning

ÅPrefix Tuning

ÅAdapter Tuning

ÅReinforcement Learning (RL)

[LLM4SE]
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Types of data utilized in training 
LLM4SE
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Text-based datasets: MBPP

ÅMostly Basic Python Programming

ÅA benchmark of around 1000 crowd-sourced Python programming problem, 
designed to be solvable by entry-level programmers, covering programming 
fundamentals, standard library functionalities, and so on. Each problem 
consists of a task description, code solution, and 3 automated test cases.

Åhttps://huggingface.co/datasets/google-research-datasets/mbpp 

Angelica Chen, Jérémy Scheurer, Tomasz Korbak, JonAnder Campos, JunShernChan, Samuel R Bowman, KyunghyunCho, 
and Ethan Perez. 2023. Improvingcode generation by training with natural languagefeedback. arXivpreprint 
arXiv:2303.16749 (2023).

[LLM4SE]
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Text-based datasets: MBPP

Text Code Test List

Write a function to reverse words in a 
given string.

def reverse_words(s): return ' 
'.join(reversed(s.split()))

[ "assertreverse_words(\ "python
program\")==(\ "program python\")", 
"assertreverse_words(\ "java 
language\")==(\ "languagejava\")", 
"assertreverse_words(\ "indian
man\")==(\ "man indian\")" ]

Write a function to check if the given 
integer is a prime number.

def prime_num(num): if num>=1: for 
i in range(2, num//2): if (num % i) == 
0: return False else: return True else: 
return False

[ "assertprime_num(13)==True", 
"assertprime_num(7)==True", "assert
prime_num(-1010)==False" ]
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Text-based datasets: Bug Reports and 
Changesets

Agnieszka Ciborowskaand KostadinDamevski. 2023. Too FewBug Reports? ExploringData Augmentationfor
ImprovedChangeset-based Bug Localization. arXivpreprint arXiv:2305.16430 (2023)

ÅChangesets can encapsulate code 
changes across one or multiple source 
code files.

ÅModifications to each file are divided 
into hunks т groups of modified lines 
surrounded by unchanged (context 
lines)
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Text-based datasets: Bug Reports and 
Changesets

[LLM4SE]
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Text-based datasets: Post2Vec (Stack 
Overflow posts)
ÅPosts on stackoverflow can be separated 

in several different steps:

1) Separation of description and code 
snippets from the body

2) Remove HTML tags

3) Tokenize title, description and code 
snippets

4) Construct component-specific 
vocabularies

[LLM4SE]
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Text-based datasets: Post2Vec (Stack 
Overflow posts)

Bowen Xu, ThongHoang, AbhishekSharma, ChengranYang, XinXia, and David Lo. 2021. Post2Vec: Learning Distributed 
Representationsof Stack Overflow Posts. IEEE Transactionson Software Engineering (2021), 1ς1. https://doi.org/10. 
1109/TSE.2021.3093761

[LLM4SE]
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Code -based datasets: 
CodeSearchNet

https://github.com/github/CodeSearchNet?tab=readme-ov-file#data

Å2 million (comment, code) pairs from 
open source libraries. Concretely, a 
comment is a top-level function or 
method comment (e.g. docstrings in 
Python), and code is an entire function 
or method. 

ÅCurrently, the dataset contains Python, 
Javascript, Ruby, Go, Java, and PHP 
code.

[LLM4SE]
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Code -based datasets: 
CodeSearchNet
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Software repository -based datasets: 
DeHallucinator

De-Hallucinator: MitigatingLLM Hallucinationsin Code Generation Tasks via Iterative Grounding

ÅUtilization of full projects mined from 
GitHub as dataset to fine-tune a LLM 
agent.

ÅTo create a dataset for API-related code 
completion, API usages are removed from the 
benchmark projects. The removed API calls are 
used as ground truth to be predicted from the 
model.

ÅFor test generation, tests are removed from the 
projects.
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