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[ Large Language Models ]

Prompt Engineering

• Alternative to fine-tuning that adapts pre-trained LMs as fine-tuned
language models

[Prompt Engineering]
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Prompt Engineering

• Prompts are sequences of instructions and context that are provided
as input to a Language Model, to achieve a desired task

• Prompt Engineering is the practice of developing and optimizing
prompts, to efficiently use LMs for various applications

[Prompt Engineering]
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Prompt Engineering: Main principles

• Specificness: the more the prompt is specific, the more focused
output will be obtained

• Step-wise approach: break large tasks into small chunks

• Iterate and improve: re-work the inputs with iterative interaction 
with the LM

[Prompt Engineering]
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What makes a good prompt

• Using a clear and concise language

• Assigning a persona to the LM

• Providing examples and information

• Providing a specific format for the output

• Continuously refining the prompts (reiteration)

[Prompt Engineering]
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Why learn prompt engineering

• Important for research and advancement of the practice

• Evaluation of limitations of LLMs

• Enable innovative applications on top of LLMs

[Prompt Engineering]
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A basic prompt

• A prompt is composed with the following components

[Prompt Engineering]
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A sample taxonomy of prompt 
engineering techniques
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A sample taxonomy of prompt 
engineering techniques
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New tasks
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Priming

• The practice of providing some initial input to the model before
generating a response. 
• The initial input is intended to guide the model toward generating a more 

coherent response

[Prompt Engineering]
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Priming

• Without priming:
• "Write a story about a detective solving a mystery."

• With priming:
• "Imagine a world where technology is advanced, and detectives use futuristic 

gadgets to solve crimes. The city is filled with neon lights and towering 
skyscrapers, creating a cyberpunk atmosphere. The detective in this story is 
known for his sharp mind and unorthodox methods. He's tasked with solving 
a mystery involving a missing scientist and a powerful corporation hiding dark 
secrets."

[Prompt Engineering]
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Tabular format prompting

• Use tabular format for clear organization and presentation of data

• Makes it easier for the user to analyze and comprehend the output

[Prompt Engineering]
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Tabular format prompting

• P1: write a story about a detective solving a mistery

• P2: what are the different categories you can break down your 
answer into for more descriptiveness?

• P3: now create a table that includes your original answer with these 
categories separated into different columns

[Prompt Engineering]
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Fill-in-the-blank Prompting

• Allows the user to focus on a specific aspect of a sentence, text or 
idea.

[Prompt Engineering]
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Fill-in-the-blank Prompting

• Create a story about a detective in [choose a setting: e.g., a futuristic city, a 
small coastal town, a bustling international airport]. The detective, [choose 
a name for the detective], is known for [describe a characteristic or skill: 
e.g., keen observation skills, a knack for technology]. The story begins with 
[set the scene: e.g., an unusual disappearance, a cryptic message left 
behind]. As [detective's name] delves into the case, they use [mention a 
tool or method: e.g., advanced gadgets, old-fashioned deduction] to 
uncover clues. Through [describe a key location or detail in the 
investigation], [detective's name] discovers [reveal a twist or critical piece 
of information]. However, they face [introduce a challenge or obstacle: e.g., 
a powerful adversary, a race against time]. How does [detective's name] 
navigate this situation? Tell the story of how they solve the mystery.

[Prompt Engineering]
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Perspective prompting

• To provide a more comprehensive view of the topic at hand. This
helps in making more informed decisions and have a wider
understanding of a complex issue.

[Prompt Engineering]
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Perspective prompting

• Singular perspective: 
• Please write about [topic] from the perspective of [view point].

• Multiple perspective:
• Please write an argument [for/against] the topic of [topic] from multiple 

diverse perspectives. Include the names and points of view of the different
perspectives, such as [view points]

[Prompt Engineering]
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RGC

• Role, Result, Goal, Context, Constraint
• Role: LM’s persona

• Result: desired output

• Goal: purpose of the output

• Context: who, what, where, why

• Constraint: limitations and guidelines

[Prompt Engineering]
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RGC

• Role: You are tasked with writing a compelling narrative about a detective who 
embarks on a mission to uncover the truth behind a perplexing mystery.

• Goal: Your objective is to engage the reader with a gripping tale that revolves 
around the detective's journey from initial discovery to solving the intricate 
puzzle.

• Context: The story is set in a bustling city where a prominent public figure has 
been found murdered in their home, leaving behind cryptic clues that point to a 
web of deceit.

• Result: As the story progresses, reveal how the detective meticulously pieces 
together the evidence, confronts suspects, and unravels the hidden motives 
behind the crime.

• Constraint: Despite facing numerous red herrings and conflicting testimonies, 
ensure the narrative maintains suspense and coherence, leading to a satisfying 
resolution that ties all loose ends.

[Prompt Engineering]
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I want you to act as prompting

• A robust and universal structure that optimizes the framing of the LM:
• «I want you to act as…»

• «I will give you…»

• «You will then…»

• «In a tone / style…»

• «The important details are…»

• [refine the ouputs as needed]

[Prompt Engineering]
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Shot prompting

• Zero Shot: No previous data or guidelines given before completing
request

• One Shot: one piece of data or guideline given before completing
request

• Few Shot: multiple pieces of data or guidelines given before
completing request

[Prompt Engineering]
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Zero-shot prompting

• Radford et al., 2019

• The model receives a task description without additional data.

• The model leverages its pre-existing knowledge to generate results
based on the given prompt.

[Prompt Engineering]

Radford, Alec, et al. "Learning transferable visual models from natural language 

supervision." International conference on machine learning. PMLR, 2021.
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Few-shot prompting

• Radford et al., 2019

• Provide the models with a few input-output examples to induce an 
understanding of a given task

• Careful prompt-engineering is critical to achieve optimal performance 
and mitigate unintended added biases

• One-shot: provide a single example

[Prompt Engineering]
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One-shot prompting

• Example Story: In the sprawling metropolis of Neo-Tokyo, Detective 
Alex Hunter navigated the neon-lit streets with his AI-enhanced 
glasses. The city buzzed with holographic advertisements and 
autonomous vehicles. A renowned scientist had vanished, leaving 
behind a trail of encrypted messages. Alex used his advanced gadgets 
and unconventional tactics to infiltrate the headquarters of 
CyberCorp, a mega-corporation suspected of foul play. Amidst layers 
of deceit and high-tech security, he uncovered a conspiracy that 
threatened the very fabric of society.

• Task: Now, write a story about a detective solving a mystery.

[Prompt Engineering]
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Few-shot prompting

• Example Story 2: In the heart of Victorian London, Detective James 
Hawthorne was summoned to investigate a series of strange 
disappearances. The only link between the victims was an enigmatic 
bookshop run by a reclusive owner. James donned his disguise and 
visited the shop, uncovering a hidden room filled with occult artifacts. 
Through careful investigation and deduction, he discovered that the 
owner was conducting forbidden rituals. James stopped the next 
ritual just in time, saving the latest victim and bringing the sinister 
bookshop owner to justice.

• …..

[Prompt Engineering]
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Few-shot prompting

• The odd numbers in this group add up to an even number: 4, 8, 9, 15, 12, 2, 1.
Answer: the answer is false

• The odd numbers in this group add up to an even number: 17, 10, 19, 4, 8, 12, 24.
Answer: the answer is true

• The odd numbers in this group add up to an even number: 16, 11, 14, 4, 8, 13, 24.
Answer: the answer is true

• The odd numbers in this group add up to an even number: 9, 10, 12, 13, 4, 2.
Answer: the answer is false

• The odd numbers in this group add up to an even number: 15, 32, 5, 13, 72, 7, 1.
Answer: ?

[Prompt Engineering]
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Generate Knowledge Prompting

• The technique involves using additional knowledge, provided as part 
of the context, to improve results on complex tasks such as
commonsense reasoning

• The knowledge used in the context is generated by another model, 
and used in the prompt to make a prediction

• The highest confidence prediction is then used

[Prompt Engineering]

Liu, Jiacheng, et al. "Generated knowledge prompting for commonsense reasoning." arXiv preprint 

arXiv:2110.08387 (2021).



[ Large Language Models ]

Generate Knowledge Prompting

[Prompt Engineering]
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Generate Knowledge Prompting: first 
step

[Prompt Engineering]



[ Large Language Models ]

Generate Knowledge Prompting: 
second step
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Reasoning and logic
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Chain of Thought prompting

• Wei et al., 2022

• Introduced to cope with limitations of LM in complex reasoning

• The objective is to facilitate coherent and step-by-step reasoning
processes

• «Let’s think step by step»

[Prompt Engineering]

Wei, Jason, et al. "Chain-of-thought prompting elicits reasoning in large language models." Advances 

in neural information processing systems 35 (2022): 24824-24837.
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Chain of Thought prompting

• Case study proposed by Wei et al.

[Prompt Engineering]
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Chain of Thought

• CoT was proposed to solve challenging
math problems.

• Examples of solve rate for math
problems from three repositories.

[Prompt Engineering]
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Chain of Thought prompting

• Step 1: Setting the scene. Describe the setting of the story. Where and when does 
the story take place? Include details about the environment, time period, and 
general atmosphere.
• The story takes place in a futuristic city called Neo-Tokyo. It's the year 2145, and the city is a 

bustling metropolis filled with towering skyscrapers, neon lights, and advanced technology. 
The atmosphere is a blend of high-tech innovation and underlying tension, with a hint of 
mystery in the air.

• Step 2: Introducing the Detective. Next, introduce the main character, the 
detective. Describe their appearance, personality, and any unique skills or 
gadgets they have. What makes them stand out?
• Detective Alex Hunter is a tall, lean man in his early 30s with sharp features and piercing blue 

eyes. He wears a sleek, dark trench coat equipped with various hidden gadgets. Alex is known 
for his sharp mind, attention to detail, and unorthodox methods. He carries an AI-enhanced 
pair of glasses that helps him analyze clues and access information quickly.

• …

[Prompt Engineering]
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Self Consinstency with CoT (CoT-SC)

• Wang et al., 2022

• For complex reasoning tasks with multiple valid paths.

• Generate diverse reasoning chains and then identify the most
consistent final answer.

[Prompt Engineering]

Wang, Xuezhi, et al. "Self-consistency improves chain of thought reasoning in language 

models." arXiv preprint arXiv:2203.11171 (2022).
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Self Consinstency with CoT (CoT-SC)
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Self Consinstency with CoT (CoT-SC)
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Tree of Thoughts (CoT-SC)

• Yao et al., 2023

• Extends CoT by managing a tree structure of intermediate reasoning
steps, known as «thoughts».

• Individual reasoning is applied to each of the results.

[Prompt Engineering]

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large language 

models." Advances in Neural Information Processing Systems 36 (2024).
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Tree of Thoughts (CoT-SC)
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Tree of Thoughts (CoT-SC)

1) Thought decomposition: While CoT samples thoughts coherently without 
explicit decomposition, ToT leverages problem properties to design and 
decompose intermediate thought steps

[Prompt Engineering]
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Tree of Thoughts (CoT-SC)

2) Thought generation: generate k candidates for the next thought step.

[Prompt Engineering]
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Tree of Thoughts (CoT-SC)

3) State evaluator: Given a frontier of different states, the state evaluator 
evaluates the progress they make towards solving the problem, serving as a 
heuristic for the search algorithm to determine which states to keep exploring 
and in which order.

- Evaluation: A value prompt reasons about the state s to generate a scalar 
value v (e.g. 1-10) or a classification (e.g. sure/likely/impossible) that could be 
heuristically turned into a value.

- Voting: states are voted out based on deliberately comparing different states 
in S in a vote prompt.

[Prompt Engineering]
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Tree of Thoughts (CoT-SC)

4) Search algorithm: tree search algorithms to select the branches.

Two different main approaches:

- Breadth-first search (BFS): maintain a set of the most promising states per 
step (b)

- Depth-first search (DFS): explore the most promising state search until the 
final output is reached or the state evaluator deems it impossible to solve the 
problem from the current state.

[Prompt Engineering]
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Tree of Thoughts (CoT-SC) - Example

[Prompt Engineering]
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Tree of Thoughts (CoT-SC)

[Prompt Engineering]
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Structured Chain of Thougt (SCoT)

• Li et al., 2024

• A technique for code generation, motivated by the fact that human 
developers follow structured programming with three programming 
structures (sequential, branch and loop).

[Prompt Engineering]

Yao, Shunyu, et al. "Tree of thoughts: Deliberate problem solving with large language 

models." Advances in Neural Information Processing Systems 36 (2024).
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Structured Chain of Thougt (SCoT)

[Prompt Engineering]
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Structured Chain of Thougt (SCoT)

[Prompt Engineering]
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Reduce hallucinations

[Prompt Engineering]
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RAG (Retrieval-Augmented 
Generation)
• Lewis et al., 2020

• Intuition: optimizing the output of a LLM, making it reference an 
authored knowledge base which is not the one on which it is trained, 
before generating an answer.
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RAG (Retrieval-Augmented 
Generation)
• It is used to solve some of the main issues with LLMs:

• Hallucinations: presenting false information when no answer is known

• Obsolescence: presenting obsolete or generic answers when the user expects
a specific and updated response

• Dependability: creating responses from non-dependable sources

• Confusion: creating imprecise responses because of entropy in definitions
used by different sources
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RAG (Retrieval-Augmented 
Generation)
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RAG (Retrieval-Augmented 
Generation)
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ReAct

• Interleave reasoning traces and task-specific actions

• The action steps allow to interface with and gather information from 
external sources (knowledge bases, other environments)

[Prompt Engineering]
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Risks

[Prompt Engineering]
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Prompt Injection

• guide or steer the generation of text based on a provided prompt or 
context. 

• It involves injecting specific instructions, information, or cues into the 
model's input to influence the output generated.

[Prompt Engineering]
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Prompt Injection

• Case study: remoteli.io released 
a twitter bot based on OpenAI 
to discover remote jobs.

• Then prompt hackers came.

[Prompt Engineering]
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Prompt Injection
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Prompt Injection
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Prompt Injection
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Prompt Leaking

• A situation in which sensitive or unintended information is unintentionally 
revealed through the prompt or context provided to the model. 

• This can occur when the prompt contains details or clues that inadvertently 
influence the model's output in ways that compromise privacy, security, or 
confidentiality.

[Prompt Engineering]
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Prompt Leaking
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Prompt Leaking
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Jailbreaking

• LLMs provided with APIs can be coupled with safety features or 
content moderation which can be bypassed with harmful 
prompts/attacks

[Prompt Engineering]
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Jailbreaking
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Jailbreaking
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Jailbreaking
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Jailbreaking
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