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Abstract 

The pursuit of more intelligent and credible autonomous systems, akin to human society, has been a long-standing 
endeavor for humans. Leveraging the exceptional reasoning and planning capabilities of large language models 
(LLMs), LLM-based agents have been proposed and have achieved remarkable success across a wide array of tasks. 
Notably, LLM-based multi-agent systems (MAS) are considered a promising pathway towards realizing general artifi-
cial intelligence that is equivalent to or surpasses human-level intelligence. In this paper, we present a comprehensive 
survey of these studies, offering a systematic review of LLM-based MAS. Adhering to the workflow of LLM-based 
multi-agent systems, we synthesize a general structure encompassing five key components: profile, perception, self-
action, mutual interaction, and evolution. This unified framework encapsulates much of the previous work in the field. 
Furthermore, we illuminate the extensive applications of LLM-based MAS in two principal areas: problem-solving 
and world simulation. Finally, we discuss in detail several contemporary challenges and provide insights into potential 
future directions in this domain.

Keywords  Large language model, Multi-agent system, Systematic workflow

1  Introduction
Enhancing the reliability and intelligence of autonomous 
intelligent systems has long been regarded as a highly 
promising research avenue. With the advent of the agent 
concept, which refers to an entity capable of perceiving 
its environment and taking action, agent-based intel-
ligent systems have garnered considerable attention in 
recent years. Historically, RL-based intelligent systems 
have dominated this field, wherein agents are typically 
assigned to perform simple, well-defined actions or tasks 
with constraint interaction with their environment. How-
ever, this approach has inherent limitations in terms of 
adaptability and complexity, prompting the exploration 
of more advanced and interactive agent-based systems.

Large language models (LLMs) have demonstrated 
exceptional potential in reasoning and planning, aligning 
precisely with the human expectations for LLM-based 
agents capable of perceiving their surroundings, mak-
ing decisions, and taking actions within an interactive 
environment. Motivated by this, LLM-based agents have 
made significant strides in interacting with complex envi-
ronments and solving intricate tasks across a wide range 
of applications [1], akin to human life in society. Notably, 
LLM-based multi-agent systems have been proposed as 
a pivotal pathway to harness collective intelligence while 
preserving the specialized characteristics of individual 
agents, thereby advancing toward more sophisticated 
autonomous intelligent systems. Specifically, multiple 
specialized agents, endowed with distinct identities, 
engage in communication and collaboration to achieve 
task objectives. This process underscores the importance 
of inter-agent communication, reasoning with knowl-
edge and experience to generate decisions, and evolu-
tion (reflecting on its actions and behaviors for achieving 
personal growth) within the interactive environment. 
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Consequently, an increasing number of research stud-
ies employ LLM-based multi-agent systems to tackle a 
variety of complex tasks, such as industrial engineering 
[2–4], scientific experimentation [5–7], embodied agents 
[8–10], gaming [11–13], and societal simulation [14–16]. 
However, previous works have been independently exe-
cuted, lacking a systematic and comprehensive synthesis 
of the framework structure of LLM-based multi-agent 
systems. There is a need to clarify the construction of 
the system, collate application methods for each module, 
summarize the diverse application scenarios, and iden-
tify the existing challenges and opportunities in this field. 
This forms the core of our paper, where we elucidate our 
work clearly based on the workflow of LLM-based multi-
agent systems.

In this paper, we conduct a comprehensive and system-
atic survey of the field of LLM-based multi-agent sys-
tems. Specifically, following the workflow of LLM-based 
multi-agent systems, we organize our survey around 
three key aspects: construction, application, and discus-
sion of this field. For system construction, we introduce a 
unified agent framework comprising five essential mod-
ules: (1) Profile: how agents are created and endowed 

with personalized characteristics in Sect. 3.1; (2) Percep-
tion: how agents perceive environmental information to 
acquire knowledge and experience in Sect.  3.2; (3) Self-
Action: how agents utilize memory mechanisms to store 
information, and how they perform reasoning and plan-
ning to undertake complex tasks in Sect. 3.3; (4) Mutual 
interaction: how agents communicate with each other in 
Sect. 3.4; (5) Evolution: how agents achieve self-reflection 
to progressively enhance their intelligence and experi-
ence in Sect.  3.5. Additionally, we systematically over-
view the various applications of LLM-based multi-agent 
systems in two main areas: problem-solving and world 
simulation. Finally, we address several challenges faced 
by LLM-based multi-agent systems and provide insights 
into potential future directions in this field. The overall 
framework is displayed in Fig. 1.

In summary, this paper establishes a holistic yet 
detailed cognitive framework for existing studies within 
the burgeoning field of LLM-based multi-agent systems. 
Our focus centers on the workflow of LLM-based multi-
agent systems, encompassing the sequential steps of 
agent creation, perception, self-action, mutual interac-
tion, and evolution. Drawing from an extensive body of 

Fig. 1  Overview of the general multi-agent system. Typically, in a multi-agent system, the initial step involves the creation of profiles that endow 
each agent with personalized characteristics and subtask allocations. Based on the task planning, the agent formulates specific plans to perceive 
multi-modal information from the interactive environment, accesses external knowledge, and retrieves their historical experiences and knowledge 
from memory. Utilizing the profound abilities of LLMs, agents are able to devise concrete action plans. Simultaneously, agents engage in evolution, 
which involves the ongoing reflection on their decisions and actions. Throughout this process, the execution of tasks relies on the interactions 
among agents, which collectively contribute to the planning and implementation of the overall mission
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prior research, we systematically categorize the diverse 
applications and challenges faced by LLM-based multi-
agent systems. We anticipate that our survey will serve 
as a foundational yet comprehensive guide for beginners 
in this field, providing readers with a thorough under-
standing of LLM-based multi-agent systems (LLM-
MAS). Readers will gain insights into the fundamental 
modules essential for establishing multi-agent systems 
based on LLMs and become acquainted with the latest 
research trends and applications in this dynamic domain. 
Acknowledging that this field is in its nascent stages 
and rapidly evolving with innovative methodologies and 
applications, we expect that our survey will inspire fur-
ther exploration and innovation within this domain, as 
well as novel investigations across interdisciplinary fields.

2 � Background
2.1 � Single agent
A single-agent system consists of a single LLM-based 
intelligent agent capable of independently perceiving its 
environment and making decisions. The design of single-
agent systems aims to perform specific tasks, ranging 
from simple automation to complex decision-making. 
The core of a single-agent system lies in the individual 
characteristics, perception abilities, and self-action capa-
bilities of the agent [17–20]. From the perspective of 
individual characteristics, a single agent is endowed with 
a set of unique attributes and capabilities that define its 
behavior patterns and role within the environment. These 
attributes may include the agent’s goals, knowledge, 
skills, and modes of interaction with other agents. The 
perception aspect involves how the agent understands 
and interprets the external world through its sensory sys-
tem, which typically includes receiving and processing 
information from sensors or other data sources to form 
an understanding of the environment. Finally, self-action 
refers to the agent’s ability to make decisions and execute 
actions based on its perception and internal state, with 
these actions aimed at achieving its goals or responding 
to environmental changes. Together, these three aspects 
constitute the basic framework of a single agent, enabling 
it to operate independently in specific tasks or environ-
ments and interact effectively with the external world.

A notable advantage of single-agent systems lies in 
their focus and efficiency. Due to the concentration of 
system resources and computational capabilities on 
a single agent, these systems can quickly respond to 
and execute specific tasks. This centralized processing 
reduces the need for resource allocation among mul-
tiple agents, thereby improving overall efficiency. Fur-
thermore, compared to multi-agent systems, the design 
and maintenance of single-agent systems are simpler 
and more straightforward. They do not require complex 

communication and coordination mechanisms, reducing 
system complexity and simplifying the process of trou-
bleshooting and performance optimization.

2.2 � Multi agents
Although single-agent systems excel in specific tasks, 
they may encounter limitations when dealing with com-
plex problems that require extensive collaboration and 
collective intelligence. This is where multi-agent sys-
tems (MAS) come into play. MAS is a complex system 
composed of multiple interacting intelligent agents [21], 
capable of simulating social interactions and teamwork 
in the real world, enhancing overall adaptability and effi-
ciency through decentralized decision-making processes 
and information sharing.

The core advantage of MAS lies in its distributed 
decision-making and problem-solving capabilities. As 
pointed out by [22], MAS provides a modern approach 
to address distributed artificial intelligence problems. In 
MAS, each agent possesses a degree of autonomy, capable 
of independently perceiving the environment and mak-
ing decisions. They can also interact with other agents 
by simulating real-world collaboration patterns such as 
cooperation, competition, and hierarchical organization 
[19, 23], thereby enhancing overall collaborative effi-
ciency. This is typically achieved through the integration 
of control theory and reinforcement learning methods. 
Reinforcement learning (RL), as a core MAS technol-
ogy, allows agents to learn optimal behavioral strategies 
through interaction with the environment. Building on 
this foundation, Marllib [24] distinguish MARL algo-
rithms based on four dimensions: task patterns, agent 
types, learning styles, and knowledge sharing.

The structure of MAS determines how agents organ-
ize and interact. MAS is divided into agent-level and 
system-level characteristics in [25]. Similarly, In [26], four 
different MAS prototypes were summarized based on 
the dimensions of agent heterogeneity and communica-
tion level. For agent systems, MAS employs diverse agent 
architectures, including combinations of homogeneous 
and heterogeneous agents; homogeneous agents perform 
similar tasks in the system, while heterogeneous agents 
collaborate based on their specific abilities and expertise. 
This structural design enables MAS to adapt flexibly to 
different task requirements and environmental changes, 
while also promoting complementarity and synergy 
among agents. Regarding system architecture, commu-
nication is the most crucial part. The four-dimensional 
framework proposed by [27] emphasizes the diversity 
of communication protocols, distinguishing between 
blackboard and message-based systems, and setting dif-
ferent gradients from low to high-level content. In [23], 
the work proposes that communication mechanisms 
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can be divided into three parts: communication para-
digms, communication structures, and communication 
content. Among them, communication paradigms refer 
to interaction styles, while communication structures 
are categorized into four types, including decentralized, 
centralized, layered, or nested, to adapt to different task 
requirements and environmental conditions.

In recent years, with the rapid development of LLMs, 
LLM-based MAS has begun to emerge. In such systems, 
agents leverage the powerful capabilities of LLMs for 
natural language understanding and generation, ena-
bling more complex and flexible interactions. LLM-MA 
systems, through diverse agent configurations, agent 
interactions, and collective decision-making processes, 
can address more dynamic and complex tasks. In [19], 
the work uses a graph G(V, E) to represent relationships 
among multiple LLM-based agents. Here, V is the node 
set, Vi represents an LLM-based agent, E is the edge set, 
and Eij represents message transmission and relation-
ships between LLM-based agents Vi and Vj . It is also pro-
posed to classify LLM-based MAS based on two factors: 
multi-role coordination and planning types.

3 � LLM‑based multi‑agent work
The LLM-based multi-agent system has been applied to 
execute a variety of complex tasks and downstream sce-
narios. From the perspective of the system’s workflow, 
we meticulously explore the lifecycle of agents, including 
their creation, perception, reasoning, action, and self-
learning processes. Motivated by this exploration, this 
section constructs a comprehensive unified framework 
for LLM-based multi-agent systems, which comprises 
five critical functional modules: the profile, perception, 
self-action, mutual interaction, and evolution. A detailed 
analysis of current works from various perspectives is 
presented in Table 1.

For each sub-task execution, the profile module in 
Sect. 3.1 initially generates LLM-based agents, each with 
specific characteristics according to the task objectives. 
The perception module in Sect.  3.2 captures essential 
information to understand the current interactive envi-
ronment. Specifically, the self-action module in Sect. 3.3 
integrates historical knowledge and experiences stored 
in memory, supplemented by external knowledge, and 
perceived information, to make decisions and generate 
plans using reasoning, planning, and generalization abili-
ties. The mutual interaction module in Sect. 3.4 facilitates 
communication and collaborative coordination among 
agents. The evolution module in Sect.  3.5 enhances the 
agents’ cognitive and task-handling capabilities through 
self-reflection during environmental interactions. For 
each module, we systematically organize the execu-
tion strategies from the workflow perspective of task 

execution. The following sections will discuss these five 
key modules in detail.

3.1 � Agent profile
LLM-based multi-agent systems typically perform com-
plex task execution or simulate intricate scenarios by 
assuming various roles [32, 40, 55]. The definition of 
these roles involves the meticulous crafting of agent 
profiles, ensuring that each agent is well-suited to its 
designated function. The Agent’s profile is designed to 
instantiate independent intelligent entities with person-
alized styles, akin to a person, thereby enabling them 
to accomplish specific sub-tasks [30, 56]. For example, 
in the context of simulating the operations of a school, 
appropriate roles would include teachers, students, and 
the principal. Corresponding agent profiles should be 
meticulously designed to create intelligent agents that 
accurately represent these roles, which get involved in 
the simulated school environment.

3.1.1 � Profile context
In accordance with specific contexts or user specifica-
tions, agent profiles may encompass varying types and 
contents of information. Serving as the fundamental 
intrinsic traits of the agent, the profile typically encom-
passes basic information such as name, age, gender, and 
career [28, 43, 57]. Additionally, the profile may include 
psychological attributes like current emotions, person-
ality traits, and life goals, thereby reflecting the distinct 
personalities of the agents [58, 59]. Moreover, the profile 
may summarize social relationships and environmental 
contexts relevant to the agents’ interactions [40, 60]. Fur-
thermore, restrictive information may be incorporated 
to delineate behaviors that the agent is not permitted to 
engage in.

3.1.2 � Generation strategy
The selection of information to profile the agent is pre-
dominantly dictated by the specific application scenarios, 
thereby guiding the trajectory of profile generation. In 
light of the intricate relationship between scenario mod-
eling and agent generation, existing literature commonly 
adopts the following three strategies.

Contextuliazed Generation Method. In this 
method, the analysis and decomposition of complex 
scenarios lead to the concretization of agents tasked 
with executing various sub-tasks. For instance, within 
a corporate setting, the workflow of a task-comprising 
encompasses decision-making, distribution, execu-
tion, and feedback-necessitates the collaboration of 
four agents: a manager, a secretary, regular employ-
ees, and consultants. This method has historically been 
predominant in prior works. For example, Generative 
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Table 1  A review of representative works on llm-based multi-agent systems

Work Object Modality Base model Train Feedback Evaluation Interaction

Generative Agent 
[28]

Sociology (25 agents) Text GPT3.5-turbo No Environment, Agent 
Interaction

- -

Planner-Actor-
Reporter [29]

Embodied environ-
ments

Vision, Text - Yes Environment win rate Cooperative

ChatDev [30] Software Develop-
ment

Text Domain-specific 
Model

No Environment, Agent 
Interaction, Human

on dataset, 
with models

Cooperative

MetaGPT [31] Software Develop-
ment

Vision, Text Domain-specific 
Models

Yes Environment, Agent 
Interaction, Human

on dataset, 
with models

Cooperative

Dong et al. [32] Software Develop-
ment

Text GPT-3.5 No Environment, Agent 
Interaction

on benchmark, 
with models

Cooperative

Chen et al. [33] Multi-robot Planning Vision, Text GPT-4-0613, GPT-3.5-
turbo-0613

No Environment, Agent 
Interaction

with frameworks Cooperative

Roco [34] Multi-robot collabo-
ration

Vision, Text GPT-4 No Environment, Agent 
Interaction

on dataset Cooperative

Zhang et al. [35] Multi-Agents Coop-
eration

Vision, Text GPT-4 Yes Environment, Agent 
Interaction

with models Cooperative

Du et al. [36] Improving Factuality Text GPT-based model No Agent Interaction on dataset Debate

Xiong et al. [37] Examining Inter-
Consistency

Text 6 LLMs No Agent Interaction on dataset, 
with models

Debate

ChatEval [38] Evaluators 
for debates

Text GPT-4, GPT-3.5-turbo No Agent Interaction on dataset Debate

Medagents [39] Medication Text GPT-4, GPT-3.5-Turbo No Agent Interaction on dataset Debate, Cooperative

Social Simulacra [40] Sociology (1000 
agents)

Text GPT-3 No Agent Interaction on dataset, Human -

S3 [14] Emotion propagation Text GPT-3.5, ChatGLM Yes Agent Interaction on dataset -

Lyfe Agents [41] Real-time social inter-
action

Vision, Text GPT-3.5 No Environment, Agent 
Interaction

experimental 
scenarios

-

Li et al. [42] Opinion dynamics Text - No Agent Interaction on benchmark -

Xu et al. [43] WereWolf Text GPT-3.5-turbo-0301 No Environment, Agent 
Interaction

win rate Mixed

Avalonbench [44] Avalon Text GPT-3.5, Llama2 No Environment, Agent 
Interaction

win rate, with mod-
els

Mixed

Welfare diplomacy 
[45]

Welfare Diplomacy Text - No Environment, Agent 
Interaction

with models Mixed

Aher et al. [46] Human behavior 
Simulation

Text GPT models No Agent Interaction on dataset, Human -

Zhang at.all [47] Exploring Collabora-
tion

Text GPT-3.5-turbo-1106 No Agent Interaction on dataset, 
with models

Mixed

Agent4Rec [48] Recommender Sys-
tems (1000 agents)

Text GPT-3.5-turbo No Environment on dataset, Human -

AgentCF [49] simulating user-item 
interaction

Text - No Environment, Agent 
Interaction

on dataset, 
with models

Cooperative

EconAgent [50] Macro-economic 
simulation

Text GPT-3.5-turbo-0613 No Agent Interaction with models Cooperative

Weiss et al. (Weiss 
et al.: Rethink-
ing the buyer’s 
inspection paradox 
in information mar-
kets with language 
agents, under review)

simulated Market-
places

Text Llama 2 No Environment, Agent 
Interaction

on dataset, 
with models

Mixed
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Agent [28], immersed in the context of a software 
company, utilizes authored natural language descrip-
tions to define each agent’s identity, encompassing 
their occupation and inter-agent relationships, serving 
as seed memories. MetaGPT [31] specify the agent’s 
profile, which includes their name, profile, goal, and 
constraints for each role, and then initialize the spe-
cific context and skills for each role in the context of 
computer game software engineer task. ChatDev [30] 
incorporates essential details pertaining to the assigned 
task and roles, communication protocols, termination 
criteria, and constraints designed to avert undesirable 
behaviors. In general, the contextualized generation 
method flexibly determines the types and contents of 
agent profiles based on the context of the complex task, 
ensuring optimal alignment with task requirements. 
However, this approach is both one-time and labor-
intensive, as it necessitates the regeneration of agent 
profiles for each new scenario.

Pre-defined Method. In this method, Large Lan-
guage Models (LLMs) are broadly employed to define 
multiple agents, collectively forming an agent pool. 
When faced with specific scenarios, suitable agents are 
selected from this pool to execute relevant sub-tasks. 
Typically, the process commences with the delineation 
of profile generation rules, clarifying the composition 
and attributes of agent profiles within the prompt, 
which the LLM utilizes to generate agents with dis-
tinct characteristics. Subsequently, appropriate agents 
are either manually designated or selected by the LLM 
to assume various roles and immerse themselves in 
the complex task. Finally, LLMs are responsible for 
updating the agents’ state information to facilitate 
their recovery or subsequent actions. For instance, 
SpeechAgents [58] initially generates seed profiles for 
a limited number of agents by meticulously crafting 

their backgrounds, encompassing aspects such as age, 
personal traits, and movie preferences. This structured 
methodology ensures that agents are well-defined and 
adequately equipped to perform their designated roles 
effectively within the task environment. Similarly, In 
[61], it is focused on assigning roles to GPT-3 based 
on the demographic backgrounds-such as race and 
ethnicity. While the pre-defined method significantly 
reduces the time required when the number of agents 
is large, it may lack precise control over the generated 
profiles, potentially limiting the customization and 
accuracy of agent behaviors.

Learning-based Method. In this method, a few 
agents are initially defined in broad terms. When spe-
cific scenarios arise, these pre-defined agents execute 
sub-tasks while new agents are subsequently gener-
ated to handle brand-new tasks, thereby adapting to 
new circumstances. Typically, the creation of new 
agents during task execution leverages LLMs, which 
automatically generate agents by combining previous 
agent profiles with profile generation rules. The LLM 
then assigns sub-tasks to these newly generated agents 
to accommodate evolving situational demands. In self-
collaboration [32], different roles with their associated 
responsibilities are predefined within the context of 
software development, with distinct profiles meticu-
lously assigned to each agent to facilitate enhanced 
collaboration. For instance, RecAgent [60] initially con-
structs profiles for a limited number of agents by man-
ually detailing attributes such as age, gender, personal 
traits, and movie preferences. Following this, ChatGPT 
is employed to generate additional agent profiles based 
on the initial seed information, thereby ensuring the 
creation of a comprehensive and adaptable agent pool. 
This method integrates the advantages of the aforemen-
tioned approaches, providing increased flexibility in 

Work Object Modality Base model Train Feedback Evaluation Interaction

Tradinggpt [51] Improving financial 
trading

Multi GPT-3.5 turbo Yes Environment, Agent 
Interaction

on dataset, 
with models

Adversarial

Williams et al. [52] Epidemiology 
research

Text GPT-3.5-turbo-0301 No Environment, Agent 
Interaction

- Cooperative

Boiko et al. [6] Chemistry Multi GPT-3.5, GPT-4 No Environment, Agent 
Interaction

- Mixed

GPT4IA [3] Industrial environ-
ment

Multi GPT-models Yes Environment, Agent 
Interaction

- Cooperative

ProAgent [53] Team cooperation Multi - No Environment, Agent 
Interaction, Human

with models Mixed

SAMA [54] Game Text GPT-3.5, GPT-4 No Environment, Agent 
Interaction

with models Cooperative

We present current representative works, providing a detailed analysis of each work from different perspectives, including object, modality, base model, training, feed-

back, evaluation, and interaction. “-” denotes that a particular element is not specifically mentioned in this work

Table 1  continued
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defining agent profiles for specific scenarios while sav-
ing much time. However, there are potential pitfalls in 
the generation of new agents, such as large model hal-
lucinations and mismatches between generated profiles 
and corresponding tasks.

3.2 � Perception
Most humans and animals acquire information through 
sensory organs such as the eyes, ears, and hands, which 
serve as crucial determinants of individual cognition 
and behavior. Similarly, information acquisition is vital 
for agents as independent intelligent entities, enabling 
them to perceive external environmental conditions 
and their internal states. This information is then con-
verted into intermediate representations through per-
ception modules, which then determine the agent’s 
autonomous decision-making outcomes and behavioral 
responses [62, 63].

Owing to the exceptional text processing capabilities 
of LLMs [64–66], previous work has predominantly uti-
lized textual messages as the medium for information 
perception and dissemination. In these studies, extract-
ing textual information from the external environment 
requires specialized models to convert information 
into text [67–69], while the internal state information 
of LLMs relies on the models themselves to extract and 
summarize knowledge in textual form [70]. The advent 
of multi-modal Large Language Models (MLLMs) has 
shifted this paradigm, facilitating the transition from uni-
modal to multi-modal information perception and unify-
ing the modalities [71] in a manner more akin to human 
perception. For LLM-based agents, it is crucial to receive 
information from diverse sources and modalities. This 
expanded perceptual framework enhances the agents’ 
understanding of their environment and internal states, 
enabling them to make more intelligent decisions and 
exhibit more sophisticated behaviors. Consequently, this 
capability broadens their proficiency across a wider array 
of tasks, establishing it as a critical direction for future 
development.

In this section, we discuss the sources from which 
LLM-based agents perceive multi-modal information 
in Sect.  3.2.1, and the methodologies that endow LLM-
based agents with multi-modal perceptual abilities in 
Sect. 3.2.2.

3.2.1 � Message source
When immersed in specific scenarios, LLM-based 
agents perceive, process, and generate messages during 
interactions and communications, which serve as cru-
cial conduits for the agents to collaboratively accom-
plish complex tasks. According to the nature of the 
agents’ interactions or communication counterparts, 

the existing literature categorizes the sources of per-
ceptual information for agents into the following three 
types:

Entire Environment Message. This type of mes-
sage conveys basic information about the agents’ sur-
rounding environment, such as scene location, layout, 
and furnishings, as well as time-sensitive information 
like scene transitions and facility changes [72]. Addi-
tionally, it considers emotionally nuanced informa-
tion such as ambiance and atmosphere [73, 74]. Such 
information is intimately linked to the task scenarios 
and has consistently held significance in previous 
works, whether in single-agent or multi-agent set-
tings. Initially, this information is initially determined 
by the user-defined task scenario. However, it can be 
automatically generated by the agents themselves or 
by additional LLMs, especially during agents interac-
tion. Typically, this message arises from interactions 
between agents and the inherent elements of their 
environment, leading to changes in agent behavior and 
updates to the surrounding environment. Occasionally, 
it serves as supplementary background information 
[35, 75], influencing both the agents’ self-interactions 
and their interactions with one another.

Interaction Message. This category of message 
encompasses information exchanged during inter-
actions between agents, with content that is flexibly 
determined based on task requirements or simulated 
scenarios. For example, in a communication-based 
scenario, the message content pertains to dialogue 
information between agents on a specific topic. Each 
interaction message usually signifies an independent 
information exchange between two specific agents, 
characterized by individual specificity and temporal 
relevance, given the multi-round nature of inter-agent 
communication [76, 77]. Such messages are generally 
autonomously generated by the interacting agents, 
though occasionally they may be produced by addi-
tional LLMs as control signals directed to specific 
agents. Serving as the primary medium for inter-agent 
communication and interaction, these messages pre-
dominantly influence each agent’s decision-making 
outcomes and behavioral responses.

Self-Reflection Message. This message typically hints 
at the self-reflection and self-updating processes of 
agents, containing a blend of historical messages gener-
ated by the agent itself, interaction messages resulting 
from interactions with other agents, and comprehensive 
environment background information [78, 79]. These 
pieces of information serve as guiding indicators for the 
agent to engage in introspection and generate updating 
signals, corresponding to the agents’ own changes and 
innovations.
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The behavior of the agent’s self-reflection are influ-
enced by various factors, which may stem from user-
defined task scenarios, be guided by additional LLMs 
through control signals, or autonomously generated by 
the agent itself within their designated settings [80, 81]. 
Rooted in perceived information, this message is typically 
generated internally within the agent, leading to changes 
in the agent’s decision outcomes and behavioral transfor-
mations, thereby better aligning with the requirements of 
the task.

3.2.2 � Message type
After taking into account various sources of information 
messages, we also emphasize the importance of enabling 
agents to receive and comprehend multiple modalities 
of information through perception modules [82]. This 
section delves into the methods by which LLM-based 
agents can attain multi-modal perception capabilities, 
encompassing textual, visual, and auditory inputs, aiming 
to enrich the agent’s perception domain and bolster its 
adaptability and versatility.

Textual Message. Text serves as a fundamental and 
intuitive representation of human perceptions towards 
the surrounding environment and their subjective 
experiences, making text communication is the pri-
mary approach for humans to interact with the world. 
Considering the preferences of LLMs for text-based 
inputs and outputs, LLM-based agents also utilize tex-
tual messages as the principal information medium 
for interaction and dissemination. Textual messages 
encompass raw textual information, such as envi-
ronmental descriptions, textual outputs from other 
agents, and the agent’s own textual data. They also 
include converted data derived from other modali-
ties, for example, caption information extracted from 
images via visual models [83, 84]. These messages 
cover a broad spectrum of information, including dia-
logues, task planning, feedback, etc.

For LLM-based agents, the primary task is to compre-
hend, analyze, and synthesize complex and lengthy texts, 
akin to the capabilities of human experts. This leverages 
the core functionalities of LLMs: understanding, reason-
ing, and generation. Some research efforts have enhanced 
the understanding and reasoning capabilities of LLMs 
through in-context learning [85] and chain-of-thought 
(CoT) reasoning [86], aiming to produce outputs that 
align more closely with human cognitive preferences and 
real-world situation. Similarly, prompt engineering and 
fine-tuning techniques have been employed for more 
accurate outputs [87, 88]. Furthermore, some studies 
focus on analyzing and understanding the implicit mean-
ings and emotional content within texts. For instance, 
certain approaches employ reinforcement learning to 

interpret implied meanings and model feedback to derive 
rewards [89–91]. Some other methods rely on expert 
models for fine-grained linguistic analysis to achieve a 
deeper understanding of textual nuances (Ye et al.: Tool-
eyes: Fine-grained evaluation for tool learning capa-
bilities of large language models in real-world scenarios, 
under review) [92], which helps deduce the speaker’s 
preferences and leads to more personalized and accu-
rate agent responses. Additionally, LLM-based agents 
must be capable of responding promptly to novel situa-
tions encountered in complex real-world scenarios. This 
underscores the importance of enhancing the agents’ 
abilities to perceive and understand new tasks through 
text. In certain works, LLMs that have undergone 
instruction tuning demonstrate impressive zero-shot 
instruction understanding and generalization abilities 
[93], obviating the need for task-specific fine-tuning. 
While some approaches introduce an additional module 
to incorporate external knowledge, thereby endowing the 
LLM with a more comprehensive understanding of new 
tasks.

Visual Message. Concurrently, textual messages have 
predominantly served as the primary medium for infor-
mation exchange and dissemination when LLM-based 
agents interact with the world. However, textual mes-
sages fall short in capturing and conveying the nuanced 
characteristics that visual information can adeptly repre-
sent. For instance, they cannot as effectively communi-
cate the detailed properties of objects, the subtle spatial 
relationships between agents, or the intricate atmos-
pheric conditions [71]. Consequently, integrating visual 
information can provide the agent with a richer context 
and a more precise understanding, thereby deepening the 
agent’s perception of the scene within interactions and 
communications.

To equip agents with the ability of comprehending 
visual information, previous work has either employed 
visual language models(VLMs) as adapters to extract 
visual features and integrate them into the LLM’s knowl-
edge base, or added parallel network layers integrated 
with the LLM to function as visual feature perception 
modules without requiring additional processing of vis-
ual information. Regarding the extraction of visual fea-
tures, a straightforward approach involves generating 
corresponding textual descriptions for visual messages 
through visual caption models [94–96] or user defini-
tions [83, 84, 97]. These textual captions can then be 
directly fed into the LLM-based agent alongside other 
textual information for comprehension and analysis. This 
method is simple and direct, requiring minimal modifi-
cations to the LLM. However, the accuracy and detail of 
the textual captions in conveying visual perception are 
heavily dependent on the specific VLM employed, which 
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generally only produces broad and coarse descriptions of 
visual images. Consequently, this captioning approach 
often loses much of the implicit visual information, 
potentially leading to deviations in the agents’ decision-
making processes.

Building on the impressive performance of GAN mod-
els in visual information processing, a significant part 
of prior work has utilized GAN architectures to encode 
visual information into visual vectors within the genera-
tor’s latent space [81, 98]. During the training process, 
reconstruction loss is employed to ensure that the images 
generated by generator G from the input visual vectors 
closely resemble the original images, thereby aiming to 
deceive the discriminator. However, this method often 
results in latent vectors that lack interpretability, making 
it challenging to directly understand the extracted visual 
features and their relevance to the corresponding tasks.

Another representative approach, exemplified by works 
like ViT and VQVAE, encodes visual information into 
visual tokens typically based on transformers, similar to 
how LLMs process textual information by converting 
text into discrete tokens [99–102]. This method begins by 
segmenting the image into fixed-size patches, which are 
then flattened and mapped to a high-dimensional vector 
space through linear layers. Positional encoding is sub-
sequently added to retain the spatial information of the 
image patches. The position-encoded patches are then 
embedded into a sequence and fed into a Transformer 
encoder. For each layer, based on the self-attention mech-
anism, the similarity between all image patches in the 
input sequence is computed using query, key, and value 
vectors. Through these steps, the visual encoder output 
finely represents both the global and local features of 
the image, resulting in a highly effective means of visual 
content perception. Consequently, current works typi-
cally integrate the visual encoder as an additional mod-
ule within the LLM to achieve end-to-end processing of 
images and text, or employ it as an adapter to provide 
pre-converted visual tokens to the LLM. Although this 
approach significantly enhances the granularity and accu-
racy of visual perception, it imposes substantial demands 
on computational resources and exhibits suboptimal per-
formance on small-sample tasks.

Furthermore, to directly align image encodings with 
the intermediate data representations within the LLM, 
concurrent research has concentrated on transform-
ing image encodings into visual embeddings, which are 
subsequently integrated with other modality informa-
tion. Typically, after obtaining a feature vector from the 
visual encoder, an additional learnable interface layer 
is employed to align the visual feature vector with the 
LLM’s textual embeddings. When integrating visual 
information with other modalities, some prior work has 

adopted the approach of directly concatenating embed-
ding vectors from different modalities to form a joint 
embedding. However, this method may overlook the 
complex inter-modal relationships. While some stud-
ies have used weighted summation of embedding vec-
tors from different modalities, with weights being either 
fixed or dynamically learned, but this approach requires 
meticulous design for weight adjustments and may strug-
gle to handle intricate relationships flexibly. Addition-
ally, certain research leverages attention mechanisms to 
facilitate information exchange and fusion between dif-
ferent modal embeddings. For instance, BLIP-2 [103] and 
InstructBLIP [104] employ the Querying Transformer 
(Q-Former) module as an intermediate layer between 
the visual encoder and the LLM, while in [105] and [81], 
they compute cross-modal attention maps to combine 
textual embeddings and visual features by using GPT-4V. 
These methods significantly enhance the LLM’s capability 
to extract language-informative visual representations, 
thereby deepening its perception of critical aligned infor-
mattion across multi-modal data. Simultaneously, some 
researchers have adopted a single projection layer to 
achieve visual-text alignment, which is efficient method 
by reducing the need for training additional parameters 
[106–108]. The projection layer can dynamically adjust 
to the dimensions of LLM’s textual embeddings, provid-
ing flexibility while ensuring stability in multi-modal data 
integration.

For video perception, compared to images, there 
is a greater emphasis on the continuity and variabil-
ity of the temporal dimension. Typically, this method 
involves converting videos into a series of image 
frames extracted at specific intervals. Consequently, 
agents can leverage their image perception capabili-
ties to understand and interpret video content, which 
necessitates additional attention to the transitions and 
changes across the sequence of frames [109–111]. For 
instance, previous research efforts like Flamingo [112] 
and VideoAgent [113] extract video frames at certain 
frequencies and rigorously follow the chronological 
order to perform visual understanding on each frame. 
However, some approaches focus on end-to-end video 
comprehension, employing an interface layer to input 
the entire video as a unified entity. Video perception 
aligns more closely with real-world complex environ-
ments, broadening the LLM-based agent’s perceptual 
dimension and enhancing its sensitivity to interactive 
settings.

Auditory Message. Audio information encompasses a 
diverse array of types and content, broadly classified into 
environmental sounds (such as birds chirping and wind 
rustling through trees), music, and speech, with speech 
specifically referring to sounds produced by humans. 
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Due to its unique time-frequency characteristics, audio 
messages convey perceptual information that text and 
visual data cannot replicate. Generally, audio information 
includes not only linguistic text but also various linguis-
tic elements such as tone, intonation, rhythm, and emo-
tional nuance. Additionally, it often implicitly indicates 
occurrences or positional changes of objects within the 
environment.

Similarly, as LLM-based agents perceive visual infor-
mation, their perception of audio information can be 
broadly categorized into three types. Previous work, 
such as WavJourney [114] and AudioLM [115], has often 
employed audio encoders to convert audio into discrete 
tokens, which are then integrated into the LLM’s knowl-
edge base. However, this approach neglects the temporal 
continuity characteristics of audio. Another representa-
tive method encodes audio information as latent vectors 
within diffusion models’ latent space [116, 117], enhanc-
ing feature computation efficiency, but the extracted low-
dimensional audio features might be overly simplistic. 
A prevalent approach is to represent audio information 
as embeddings [118, 119], which usually requires inte-
gration with data from other modalities. This involves 
extracting aligned features using methods such as fully 
connected layers, multi-head cross-attention, and Q-For-
mer as connectors for integrating ASR models with 
LLMs. This approach not only captures fine-grained 
audio features but also reduces training time and com-
putational costs by freezing encoders. An interesting 
alternative method involves converting the perception of 
audio information into the encoding of visual informa-
tion [120–122], as audio spectrograms can be visualized 
as flat images. For instance, AST (Audio Spectrogram 
Transformer) [120] employs a Transformer architecture 
to process audio spectrogram images, effectively encod-
ing audio information by segmenting the spectrogram 
into patches.

After considering the in-depth perception and under-
standing of audio information by LLM-based agents, 
another significant focus of previous work has been lev-
eraging the excellent tool-using capabilities of LLMs. 
These agents function as control hubs, enabling the flex-
ible invocation of existing toolsets or model repositories 
in a cascading manner to achieve downstream audio 
applications, such as audio understanding and audio edit-
ing. AudioGPT [123] and HuggingGPT [124] exemplify 
the use of LLMs for audio understaning by orchestrating 
tools through LLM-driven interfaces. Specifically, Audi-
oGPT employs ChatGPT as a central node for audio and 
speech applications, relying on external audio systems for 
various functionalities. Similarly, HuggingGPT operates 
as an agent that synergizes ChatGPT’s linguistic capabili-
ties with a diverse array of AI models from the Hugging 

Face community, thereby enhancing its proficiency in 
understanding audio content.

As previously discussed, numerous studies have inves-
tigated perception units for text, visual, and audio inputs. 
Nevertheless, LLM-based agents possess the potential to 
be endowed with more extensive perceptual capabilities, 
enabling them to process a diverse array of modalities 
in the real world. These modalities encompass 3D point 
cloud maps, GPS location data, human pose information, 
among others [125–127]. Furthermore, these advanced 
perception abilities can be seamlessly integrated with 
traditional data modalities, creating a richer and more 
comprehensive sensory framework. This expanded per-
ceptual spectrum allows agents to engage with their envi-
ronments in a more nuanced and comprehensive manner.

3.3 � Self‑action
In social contexts, the human, as an autonomous entity, 
processes perceived information to form memory units, 
construct their cognitive awareness, develop individual 
thoughts, and undertake actions [128]. Similarly, self-
action represents a pivotal mechanism for the agent, 
functioning as an independent entity, to make autono-
mous decisions and perform actions necessary for their 
survival and evolution in the interaction environment. 
This section delves into the detailed processes by which 
individual agents autonomously learn and reason within 
their environments. Upon receiving perceived informa-
tion, the self-action module initially invokes memory in 
Sect. 3.3.1 to extract relevant historical experiences, pos-
sibly supplemented by additional knowledge in retrieval 
from external knowledge bases in Sect. 3.3.2. This amal-
gamation of information serves as the context, aiding 
the agent in reasoning, planning, and generalization in 
Sect.  3.3.3, ultimately culminating in decision-making. 
Based on these decisions, the agent executes corre-
sponding actions to achieve real-world interactions in 
Sect. 3.3.4. Concurrently, during the processes of think-
ing and action, agents engage in self-updating and evo-
lution of memory by comparing historical experiences, 
current knowledge, and newly generated insights. In the 
subsequent sections, we will delineate the components of 
the self-action module in detail.

3.3.1 � Memory
The memory module, serving as the storage and recall 
unit for the agent, is instrumental in allowing it to lev-
erage existing cognitive and experiential knowledge to 
adapt to dynamic interactions with the environment or 
other agents [30, 58]. Through this process, agents accu-
mulate new insights and experiences, which can fur-
ther enhance their cognitive abilities and intelligence by 
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updating the memory [129, 130]. The core functionali-
ties of the memory visualization are illustrated in Fig. 2. 
This capability is crucial for the agent as an independ-
ent intelligent individual to flexibly navigate complex 
environments and tackle novel tasks. The realization of 
this adaptive functionality is primarily achieved through 
three critical memory operations [17]: memory retrieval, 
memory storage, and memory reflection.

Memory Retrieval  In the realm of intelligent agents, 
effective information retrieval is paramount for facili-
tating dynamic interactions within complex environ-
ments or other agents, and retrieval information is always 
treated as substantial experiential references. Memory 
retrieval aims to enhance decision-making accuracy by 
extracting valuable information pertinent to the cur-
rent situation from an agent’s memory. This information 
encompasses various elements such as environmental 
perception, records of historical interactions, experien-
tial data, and external knowledge. In scenarios involving 
short-term memory [30, 131], the retrieval module typi-
cally extracts the entire body of information as content. 
However, when dealing with long-term memory, the 
retrieval module generally employs filtering mechanisms 
to discern and present only the most relevant memories 
to the agent [130, 132, 133]. This distinction underscores 
the necessity of tailored retrieval strategies to optimize 
the utility and relevance of accessed information, thereby 

bolstering the agent’s operational efficacy in diverse 
contexts.

Retrieval Methods. To maintain the flexibility and 
dynamic adaptability of agents, memories are retrieved in 
an automated manner [134, 135]. a pivotal methodology in 
previous research emphasizes that serving as the context 
of prompt, memory information is evaluated based on pre-
defined metrics: Recency, Relevance, and Importance [28]. 
These metrics are used to calculate a weighted score for each 
memory, with those scoring the highest being prioritized for 
contextual use, while the model’s parameters remain fixed. 
Another notable approach considers the retrieved infor-
mation as a learnable representation, such as embeddings 
and vectors [30, 129, 135], which serve as soft guidance for 
fine-tuning the model to accommodate various tasks. Tech-
niques such as online reinforcement learning [136, 137], 
multitask learning [138, 139], and attention mechanisms 
[140–142] facilitate real-time updates and adjustments 
to the model parameters, thereby enhancing the agent’s 
responsiveness to evolving tasks and environments.

Retrieval Extension. Several studies have focused 
on employing LLM-based agents as a central control 
interface to facilitate downstream applications involv-
ing memory management. For instance, some research 
has designed interactive memory mechanisms for 
LLM-based agents with the objective of enhancing the 
operability of memory to allow for more human-like 

Fig. 2  The operational mechanism of the memory module
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intervention and control [143, 144]. In such systems, 
information representations can be manipulated, 
edited, deleted, or amalgamated through summariza-
tion. In certain studies, users are empowered to view 
and manipulate the dialogue history, thereby modify-
ing the agents’ history memory. Specifically, in [143], 
it enabled memory operations, such as deletion, based 
on user commands to adjust the memory information 
accordingly. These approaches aim to provide more 
intuitive and flexible control over the memory systems 
within LLM-based agents.

Memory Storage  Storing critical information in mem-
ory constitutes the foundational knowledge base upon 
which agents rely to perceive and act within complex 
environments, thereby enhancing their efficiency and 
rationality. The purpose of memory storage is to archive 
the information perceived and the experiences learned 
by agents during interactions. Typically, this process 
involves writing natural language text into memory, a 
task that encompasses selecting appropriate storage loca-
tions within the memory and managing the replacement 
of information [64, 145, 146]. This systematic approach to 
memory storage ensures that the most pertinent data is 
readily accessible, facilitating informed decision-making 
and adaptive responses by the agents.

Storage Format. Memory storage is typically realized 
through the use of natural language formed text [147–
149], although it also encompasses multi-modal infor-
mation such as visual and audio data [58]. The storage 
format is determined by the specific nature of the task 
and the attributes of the data modality. By tailoring the 
storage format to the modality and task requirements, 
agents can more effectively utilize stored information, 
thereby enhancing their performance in diverse and 
complex environments.

Using improved data storage structures, existing rep-
resentative methodologies have achieved more efficient 
and flexible information storage within memory. Nota-
bly, some studies emphasize on generating condensed 
memory representations in the reflective processes 
[28]. For example, several methods adopt embedding 
vectors to represent memory sections and history dia-
logues [129, 134, 135]. In [145], it involves translat-
ing sentences into triplet configurations, while others 
perceive memory as a unique data object, facilitating 
diverse interactions [144]. These varied techniques 
underscore the ongoing efforts to enhance the func-
tionality and accessibility of memory storage in com-
plex computational environments.

Another effective approach involves adopting more 
intuitive data interaction methods to achieve effective 

memory storage. For instance, ChatDB [143]and DB-
GPT [150] encompass data manipulation through SQL 
commands by integrating the LLM with databases. This 
integration enables a seamless and efficient interface for 
managing and querying stored data, thereby enhancing 
the overall efficiency and usability of the memory system.

Storage Methods. When considering the memory 
writing process, two predominant challenges must be 
meticulously addressed: the relationship between the 
new information and the existing memories, and effec-
tive information exchange strategy when the memory 
storage capacity is reached. (1) Memory Modification. 
When considering the similarity between new informa-
tion and existing memories, it is crucial to determine the 
appropriate method of incorporation: whether to add 
new information, merge it with existing data, or substi-
tute erroneous existing information. For instance, one 
approach stores successful action sequences with the 
same subgoal into a single list [64]. When the length 
of this list exceeds the predefined limit, all entries are 
compressed into a unified solution by LLMs, which 
subsequently replaces the original entries in the list. (2) 
Memory Exchange. Given that memory storage is typi-
cally limited, designing an effective information exchange 
strategy is significant for ensuring that the memory 
retains the most beneficial information for agents. When 
considering the writing of new information into a full 
memory, existing methods employ strategic information 
exchange mechanisms to maximize the retention of the 
most proximate and relevant information. For example, 
RET-LLM [145] utilizes a first-in-first-out (FIFO) strat-
egy to overwrite the oldest entries in a fixed-size mem-
ory, while ChatDB [143] deletes irrelevant information to 
free up memory space. These approaches are critical for 
ensuring that the memory system remains both coherent 
and efficient, allowing for optimal information retrieval 
and utilization in complex environments.

Memory Reflection  Memory Reflection is the process 
through which agents engage in self-improvement based 
on the perceived information and learned experience 
from historical interactions stored in memory. This pro-
cess emulates the human practice of summarizing, refin-
ing, and reflecting upon existing knowledge, with the 
objective of enhancing the agent’s adaptability to new 
environments and tasks.

The memory reflection process typically occurs auto-
matically, with agents independently updating their 
memory based on newly acquired knowledge, thereby 
achieving self-recognition updates [129, 130]. In a multi-
agent environment, a central LLM-based agent exerts 
control over the memory reflection of individual agents. 
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This central agent sends specific control signals to guide 
the reflection process, ensuring coherence and coordina-
tion across the network of agents. This method facilitates 
the systematic updating of memory, enabling agents to 
refine their cognitive models and enhance their adapt-
ability to dynamic tasks and environments.

After establishing the mechanisms underlying memory 
reflection, it is crucial to carefully consider the content 
of memory reflection. A significant portion of previ-
ous work has focused on hierarchical information stor-
age, emphasizing the abstraction, summarization, and 
distillation of acquired knowledge and experiences. For 
instance, in Generative Agent [28], the agent is capable 
of summarizing its past experiences stored in memory 
into broader and more abstract insights. This process 
begins with the agent generating three key questions 
based on its recent memories. These questions are then 
used to query the memory to retrieve relevant informa-
tion. Based on the acquired information, the agent gen-
erates high-level ideas. In the ExpeL [130] framework, 
during task execution, agents learn from the experi-
ences of correct trajectories and derive lessons from 
incorrect ones. Another significant approach focuses 
on the generalization of existing knowledge. Notably, in 
GITM [129], when encountering a new task, the actions 
of agents that successfully accomplish the sub-goals are 
stored in a list. This hierarchical and reflective process of 
memory utilization enables agents to refine their strate-
gies and improve performance across varying tasks and 
environments.

3.3.2 � Knowledge utilization
Knowledge utilization focuses on integrating external 
knowledge (excluding memory information) into LLM-
based planning. By leveraging up-to-date textual, visual, 
and audio data, LLMs enhance their ability to perform 
complex tasks accurately and contextually. Techniques 
such as retrieval-augmented generation and real-time 
web scraping allow these models to combine internal 
capabilities with external information, thereby improv-
ing planning and decision-making processes.  The over-
all flowchart illustrating the operational mechanism of 
memory is presented in Fig. 3.

Knowledge for LLM‑based Agents  The diverse nature of 
tasks requires varying forms of knowledge. In this sec-
tion, we examine how LLM-based agents utilize textual, 
visual, audio, and other domain-specific knowledge. By 
understanding these mechanisms, we can appreciate the 
versatility and effectiveness of LLMs in handling a wide 
range of tasks.

Textual Knowledge. Textual knowledge is the back-
bone of LLMs, given their training on extensive text cor-
pora. This knowledge is vital for tasks such as natural 
language understanding, text generation, translation, and 
more. The formats of textual knowledge include natural 
language, embeddings, tokens, and tree structures. Nat-
ural language is the primary input and output format, 
embeddings capture semantic meaning, tokens segment 

Fig. 3  Knowledge utilization
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text into processable units, and tree structures enable 
complex reasoning tasks.

LLMs utilize both internal and external textual knowl-
edge to perform these tasks [17]. Pretrained on vast 
datasets, LLMs can understand and generate text based 
on internalized knowledge, including language syntax, 
semantics, and general world knowledge. This allows 
LLMs to perform tasks like text generation, summariza-
tion, translation, and even planning with minimal addi-
tional context. For example, in [151], it demonstrates 
how LLMs can use embeddings derived from textual data 
to generate planning actions in PDDL format. The model 
processes natural language inputs to understand the con-
text and objectives, converting this understanding into 
actionable plans by leveraging its pretrained knowledge 
base. Additionally, LLMs often access external data to 
provide accurate and up-to-date information. Techniques 
such as few-shot learning enhance their performance, 
as shown by [152], who illustrate how fine-tuning LLMs 
with specific examples improves their ability to translate 
natural language instructions into planning goals.

Visual Knowledge. In LLM agents, visual knowl-
edge is primarily represented through continuous 
embeddings generated by visual encoders, which are 
then integrated with textual information to facilitate 
multi-modal data understanding and reasoning. The 
representation of visual knowledge typically includes 
latent vector representations of images (e.g., visual 
Transformer encodings), object-centric encodings, and 
other forms, all processed alongside language informa-
tion through standard self-attention mechanisms. LLM 
agents leverage these visual embeddings to achieve 
strong performance across various tasks, such as VQA, 
image captioning, and embodied reasoning. In practical 
applications, [153] proposes freezing the parameters of 
the LLM while optimizing the visual encoder to process 
visual inputs, converting visual features into embed-
dings interpretable by the language model, thereby 
enabling the integration of visual and linguistic infor-
mation. Building on this foundation, PaLM-E [71] fur-
ther incorporates continuous inputs like visual data and 
state estimations into the LLM, enabling embodied rea-
soning and decision-making through a unified multi-
modal processing framework, demonstrating cross-task 
transfer learning capabilities. Models like LLaVA [154] 
integrate CLIP visual encoders with language models 
and apply visual instruction fine-tuning, enabling joint 
reasoning over visual and textual information in com-
plex tasks.

Audio Knowledge. Audio knowledge encompasses 
speech and audio events, which can be represented 
through forms such as speech encoders and spectro-
gram images. When processing speech, LLM agents 

can discretize speech input via connection modules 
and embed it into a vector space shared with text. For 
instance, in SpeechGPT [155], speech tokens gener-
ated by the HuBERT [121] encoder are embedded into 
the LLaMA [156] vocabulary, enabling the LLM to pro-
cess speech input. Another approach involves aligning 
speech encoders with the LLM using connectors such as 
fully connected layers, multi-head cross-attention [157], 
or Q-Former [103], which preserves more speech infor-
mation and achieves efficient compression, thereby sup-
porting the processing of long speech segments [158]. 
Audio events are typically treated as fixed-size spectro-
gram images and processed using methods from visual 
language models. Additionally, end-to-end audio LLMs, 
such as AudioPaLM [159], can simultaneously handle 
speech and other audio signals to meet broader auditory 
requirements. For example, in AudioGPT [123], the LLM 
is integrated with various foundational audio models to 
process complex audio information, enabling automatic 
speech recognition (ASR) and text-to-speech (TTS) con-
version. These examples demonstrate the robust capabili-
ties and extensive adaptability of LLMs in processing and 
generating audio.

Other Knowledge. Beyond text, visual, and audio data, 
LLMs often need to utilize specialized knowledge from 
specific domains such as scientific research [160, 161], 
medical information [162–164], or technical specifica-
tions [165–167]. This enhances their ability to handle 
tasks that require deep domain expertise. Formats of 
domain-specific knowledge include natural language 
descriptions, embeddings, tokens, and tree structures, 
which enable LLMs to process and understand complex 
information from various fields.

In scientific domains, LLMs can assist in data analy-
sis, hypothesis generation, and literature review. For 
instance, in [160], it highlights how integrating domain-
specific knowledge enhances the performance of LLMs 
in specialized tasks. While in [161], it enhances the capa-
bility of large language models to perform multi-step 
mathematical reasoning by training verifiers on a diverse 
dataset of elementary math word problems, which evalu-
ate the correctness of model-generated solutions and 
select the most accurate answer.

In the medical field, LLMs can support professionals 
by retrieving and synthesizing medical information from 
databases like PubMed [168]. This capability is crucial 
for applications such as clinical decision support, where 
accurate and up-to-date information is essential. For 
example, MedPaLM [162], an LLM fine-tuned for medi-
cal dialogue, leverages domain-specific knowledge to 
provide accurate and reliable responses to medical que-
ries. This model integrates medical literature and clinical 
guidelines into its knowledge base, enhancing its ability 



Page 15 of 43Li et al. Vicinagearth             (2024) 1:9 	

to perform tasks such as diagnosis assistance and patient 
education.

Knowledge Retrieval  Knowledge retrieval is a critical 
aspect of utilizing LLMs effectively, as it involves access-
ing external information to supplement the model’s 
inherent knowledge base. This ensures that LLMs can 
provide accurate and contextually relevant responses, 
enhancing their performance across various domains. 
Several methods are employed for efficient knowledge 
retrieval, each with its own approach and applications.

Database and Knowledge Base Queries. Database 
and knowledge base queries involve accessing structured 
data from repositories like Google Knowledge Graph, 
PubMed [168], and other domain-specific databases. 
These sources offer reliable and organized information 
that can be integrated with LLM outputs to enhance the 
accuracy and relevance of generated responses. A notable 
example of integrating external databases is the ChatDB 
[143] system, which uses SQL queries to fetch relevant 
data logically, making it easier for agents to operate. Sim-
ilarly, SQL-PALM [169] employs a Text-to-SQL model 
based on LLMs, significantly enhancing query accuracy 
and database interactions. Another example, Knowl-
edGPT [170], enables LLMs to access and retrieve knowl-
edge from external knowledge bases through “Program 
of Thoughts” prompting, thereby enhancing their ability 
to answer questions.

Web Scraping and API Calls. Web scraping and API 
calls allow LLM-based agents to collect real-time infor-
mation from the internet. This method is particularly 
useful for tasks requiring up-to-date data, such as news 
summarization or market analysis. Web scraping involves 
using automated tools to extract data from web pages, 
providing large amounts of data from diverse sources. 
API calls, on the other hand, involve querying APIs to 
fetch specific information, such as news articles, weather 
updates, or financial data. Several studies have integrated 
LLMs with specific tools like web search [171], compiler 
[172], and calculator [161]. Talm [173] created a dataset 
for instruction API and fine-tuned LLMs to help them 
use tools and retrievers effectively. Gorilla [174] is a fine-
tuning LLM that surpasses the performance of GPT-4 
[64] in writing API calls, aiming to generate precise input 
parameters for API calls and alleviate hallucinations dur-
ing external API calls.

Retrieval-Augmented Generation (RAG). RAG mod-
els combine retrieval mechanisms with generative models 
to produce context-rich responses [175]. This approach 
is effective for open-domain question answering and 
conversational agents. In the retrieval stage, the sys-
tem extracts document fragments relevant to the query 

from external knowledge sources. The primary retrieval 
source is textual data, but it can be extended to semi-
structured data (e.g., PDFs) [176, 177], structured data 
(e.g., knowledge graphs) [178], and content generated by 
LLMs themselves [179, 180]. Beyond the commonly used 
single-step retrieval, RAG incorporates three types of 
retrieval enhancement processes: iterative retrieval [181], 
recursive retrieval [182], and adaptive retrieval [183, 
184], which are designed to improve efficiency and accu-
racy in solving complex queries [185]. In the generation 
stage, the model improves the quality of responses from 
LLMs by re-ranking document segments to highlight the 
most relevant results [186] or by selecting or compress-
ing contexts to reduce redundant information and man-
age overly long inputs [187, 188]. Additionally, LLMs can 
be fine-tuned for specific scenarios and data characteris-
tics, enhancing the relevance and accuracy of the gener-
ated responses [189, 190].

Extraction Issues  In the development and application 
of LLMs, a range of extraction issues are encountered, 
directly impacting the accuracy, applicability, and bias of 
the models. These issues encompass challenges related to 
knowledge update, hallucination, and bias. Addressing 
these challenges necessitates a comprehensive approach 
integrating strategies such as leveraging external knowl-
edge sources, enhancing transparency, and employing 
debiasing techniques.

Edit Wrong and Outdated Knowledge. One of the 
primary challenges for LLM agents in knowledge extrac-
tion is ensuring the timeliness and accuracy of informa-
tion. Since LLMs are typically trained on historical data, 
this can lead to a lag in processing the latest information. 
When tasks require knowledge that is more recent than 
the training data, LLMs often struggle to cope. A direct 
approach is to regularly update LLMs with new data, 
but fine-tuning LLMs incurs high costs, and incremen-
tal training may result in catastrophic forgetting [191], 
where the model loses the broad knowledge it acquired 
during pretraining. Therefore, developing efficient meth-
ods to incorporate new knowledge into existing LLMs to 
keep them up-to-date becomes paramount.

Current approaches include leveraging external knowl-
edge sources to supplement the knowledge base of LLMs 
[170, 192]. By integrating retrieved relevant information 
into the context, LLMs can acquire new factual knowl-
edge and perform better on relevant tasks. However, 
these methods still fall short when dealing with more 
profound knowledge updates. Model editing techniques 
[193–195] are also employed to alter model behavior, 
either by modifying model parameters or using external 
post-editing mechanisms to achieve knowledge updates, 
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but they still face limitations in real-world applications 
due to their low specificity.

Hallucination. Hallucination refers to the phenom-
enon where LLM agents generate text that deviates 
from reality [196–198]. Hallucinations can occur due to 
overgeneralization of the model from training data or 
erroneous interpretations of incomplete or misleading 
information. Hallucinations generated by LLMs can be 
categorized into two types: intrinsic hallucinations and 
extrinsic hallucinations [199]. Intrinsic hallucinations 
involve text generation that contradicts input logic, while 
extrinsic hallucinations involve text generation contain-
ing information that cannot be verified with existing 
information.

To address the hallucination problem, researchers have 
proposed various methods. One approach is to integrate 
external knowledge bases and fact-checking systems to 
verify the accuracy of generated content [143, 200, 201]. 
Another approach is to enhance the transparency and 
interpretability of the model to improve the credibility of 
outputs [86, 202, 203]. These methods include fine-tun-
ing with high-quality data or fine-tuning based on human 
feedback [204–206]. For example, the TruthfulQA [207] 
task aims to detect whether the model mimics human 
false statements. Additionally, some techniques such as 
retrieval-augmented generation and decoding strategies 
are being explored to reduce hallucinations. Retrieval-
augmented generation methods [175, 183, 208] enhances 
the accuracy of language generation by introducing 
additional source material and providing mechanisms 
to check for inconsistencies between the generated 
response and the source material. Decoding strategies 
[202, 209, 210] optimize the way language models select 
output tokens during text generation, balancing diversity 
and factual accuracy, thereby mitigating the occurrence 
of hallucinations.

Spurious Bias. In the realm of artificial intelligence, 
the fairness and accuracy of models are frequently com-
promised by serendipitous biases and class imbalances 
present within the training data, collectively referred to 
as spurious bias. One major concern is shortcut learn-
ing, where models rely on spurious, non-generalizable 
cues in the training data rather than learning robust 
features. For instance, a language model might incor-
rectly predict due to the frequent co-occurrence of 
function words with specific labels in the training set 
[211]. Additionally, models might develop preferences 
based on the order of training samples, such as the posi-
tion of answers in question-answering tasks potentially 
influencing model judgments [212]. Shortcut learning 
can be mitigated through methods such as data debias-
ing, adversarial training, interpretive regularization, and 
confidence regularization [213].

Label bias represents another form of pseudo-bias, 
often stemming from class imbalance within the train-
ing dataset. This imbalance can cause models to be overly 
sensitive to the majority class while being insufficiently 
sensitive to minority classes. For example, in sentiment 
analysis tasks, a model might skew towards predicting 
positive sentiment due to an overabundance of positive 
samples, even when the text actually conveys negative 
sentiment [214]. To reduce such bias, researchers pro-
pose rebalancing datasets, employing advanced sampling 
techniques, and developing new evaluation metrics to 
enhance model fairness and robustness [215].

3.3.3 � Agent’s ability utilization
The capabilities of LLM-based agents are a manifestation 
of their cognitive intelligence. Leveraging these abilities 
allows agents to analyze, synthesize perceived informa-
tion, and engage in creative thinking. Given the excep-
tional proficiency of LLMs in handling long contextual 
information, we categorize agents’ abilities into three 
primary types: reasoning, planning, and generalization. 
Reasoning involves logical inference based on historical 
experiences and current knowledge, extracting universal 
paradigms. Planning entails the application of high-level 
general rules to new scenarios, resulting in concrete, 
actionable plans. Generalization seeks to apply existing 
experiences to tackle novel situations and problems. In 
the following sections, we will provide an in-depth explo-
ration of the utilization of these three capabilities.

Reasoning and Planning  Reasoning and planning 
involve the systematic process of leveraging histori-
cal experience, common knowledge, and current state 
information to perform logical analysis, thereby deriving 
high-level, more profound insights. Subsequently, these 
insights are applied to the present situation to gener-
ate updated inferential outcomes. Furthermore, as tasks 
advance, agents can utilize introspection to adjust their 
plans, ensuring a closer alignment with real-world condi-
tions, ultimately facilitating adaptive and successful task 
execution. These abilities are fundamental human capa-
bilities that underpin problem-solving, decision-making, 
and critical analysis, forming the bedrock of human per-
ception and social interaction [216–218]. These cognitive 
processes encompass three key components: deductive, 
inductive, and abductive reasoning [219]. Leveraging the 
robust text-based reasoning and planning capacity inher-
ent in large language models (LLMs) [65, 66], it becomes 
essential for LLM-based agents to effectively perceive 
complex environments, execute intricate tasks, and 
engage in human-like interactions. This sophisticated 
reasoning and planning framework enables agents to nav-
igate and adapt to dynamic scenarios, thereby enhancing 
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their ability to perform and interact in a manner akin to 
human cognitive processes. In accordance with the steps 
and decision outcomes associated with agents’ reasoning 
and planning, we will delineate the relevant methodolo-
gies and inferential processes from two perspectives: (1) 
One-step Reasoning and (2) Multi-step Reasoning. These 
approaches provide a structured framework for under-
standing how agents utilize reasoning and planning capa-
bilities to derive decisions, adapt to new information, and 
effectively plan their actions within varying contexts. The 
visualization of these approaches is presented in Fig. 4.

Plan Structure. During the process of plan formula-
tion, agents generally decompose an overarching task 
into numerous sub-tasks, and various approaches have 
been proposed in this phase. Notably, some works advo-
cate for LLM-based agents to decompose problems com-
prehensively in one go, formulating a complete plan at 
once and then executing it sequentially [220–223]. In 
contrast, other studies like the CoT-series employ an 
adaptive strategy, where they plan and address sub-tasks 
one at a time, allowing for more fluidity in handling intri-
cate tasks in their entirety [86, 224, 225]. Additionally, 
some methods emphasize hierarchical planning, while 
others underscore a strategy in which final plans are 
derived from reasoning steps structured in a tree-like 
format [226, 227]. The latter approach argues that agents 
should assess all possible paths before finalizing a plan. 
While LLM-based agents demonstrate a broad scope of 
general knowledge, they can occasionally face challenges 
when tasked with situations that require expertise knowl-
edge. Enhancing these agents by integrating them with 

planners of specific domains has been shown to yield bet-
ter performance.

One-Step Method. In this strategy, agents decompose 
a complex task into several sub-tasks through a single 
reasoning & planning process based on the current task 
directives. These sub-tasks are sequentially ordered, 
with each sub-task logically following the preceding 
one. LLM-based agents adhere to these steps to achieve 
the final objective. Typically, agents perform the reason-
ing process through prompt-based elicitation, where the 
context includes historical records from memory, the 
state of the surrounding environment, and the agents’ 
current status as auxiliary decision-making information. 
Based on the current task directives, agents integrate 
their inherent intelligence with external knowledge to 
deduce a series of rational and feasible steps for solving 
complex tasks.

In specific, in-context learning introduces a methodol-
ogy where LLMs are provided with a few reasoning and 
planning examples, enabling them to infer solutions for 
new situations through analogous reasoning and plan-
ning. For instance, the Chain of Thought (CoT) [86] 
technique prompts LLMs to think through problems 
step-by-step, systematically deconstructing intricate 
tasks into manageable components, thereby facilitating 
long-term planning and deliberation. The Zero-shot-CoT 
[224] approach empowers LLMs to autonomously gener-
ate reasoning processes for tasks by prompting them with 
trigger sentences such as “think step by step”. Moreover, 
Auto-CoT [228] methods further refine this process, 
enhancing the agents’ ability to tackle complex tasks effi-
ciently by leveraging structured and context-aware rea-
soning paradigms.

Fig. 4  Approaches for reasoning and planning with large language models
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To enhance the decision-making rationality and accu-
racy of LLMs, mitigating the hallucination problem 
that can occur during single-step reasoning, several 
approaches employ multi-path reasoning to select the 
optimal outcome. Each intermediate step may lead to 
multiple subsequent steps. Specifically, Self-consistency 
CoT [229] employs CoT to generate multiple reason-
ing paths, seeking diverse answers and filtering out the 
answer with the highest frequency as the final result. 
The Tree of Thought (ToT) [230] approach decom-
poses problems into a tree structure, creating multiple 
solution paths with each node representing a different 
“thinking” stage. Algorithm of Thought [231] introduces 
a novel method to enhance LLM reasoning by incorpo-
rating algorithmic examples into the prompts, remark-
ably requiring only one or a few queries to the LLM. In 
RecMind [232], a self-inspiring mechanism is designed 
where discarded historical information in the planning 
process is leveraged to derive new reasoning steps. The 
Graph of Thought [233] expands the tree-like reason-
ing structure in ToT to graph structures, resulting in 
more robust prompting strategies. Furthermore, in [234], 
LLMs are utilized as zero-shot planners. At each plan-
ning step, they generate multiple potential next steps 
and determine the final one based on their proximity to 
admissible actions. The RAP [235] constructs a world 
model to simulate the potential benefits of various plans, 
ultimately generating the final plan by aggregating multi-
ple iterations. These methods collectively contribute to a 
more robust and reliable decision-making framework for 
LLM-based agents.

While some work focuses on employing feedback 
mechanisms to correct errors in the reasoning and plan-
ning processes of agents, guiding them to execute accu-
rate reasoning chains, previous work can be categorized 
into three primary sources of feedback: (1) LLM’s inter-
nal reflection based on memory; (2) human feedback; 
(3) environmental feedback. Regarding the first category, 
LLM-based agents derive insights from historical expe-
riences to update or optimize strategies and planning 
methods. For instance, the Re-Prompting [223] approach 
involves verifying if each step fulfills the necessary pre-
requisites before progressing with the plan. If a step fails 
to meet these prerequisites, a prerequisite error mes-
sage is generated, prompting the LLM to revise the plan 
accordingly. Similarly, ReWOO [222] introduces a para-
digm where plans and external observations are gener-
ated independently by the agents. These independently 
derived plans and observations are then integrated to 
produce the final outcomes. These methodologies collec-
tively enhance the decision-making capabilities of LLM-
based agents by leveraging structured, multi-path, and 

context-aware reasoning paradigms, thereby enabling 
them to tackle complex tasks more effectively. The inte-
gration of feedback mechanisms ensures a dynamic and 
iterative refinement process, crucial for achieving accu-
rate and reliable autonomous reasoning in LLM-based 
systems.

Multi-Step Method. Unlike one-step reasoning, multi-
step reasoning requires iterative invocation of LLMs 
for multiple reasoning cycles, where each cycle gener-
ates one or several incremental steps based on the cur-
rent context while maintaining consistency with the 
overall objective. Multi-step reasoning aims to enhance 
the LLM’s capability to solve complex problems and 
understand long-term tasks through structured reason-
ing processes. This approach ensures that the reasoning 
and planning remain adaptive and responsive to evolving 
task requirements and environmental dynamics, thereby 
facilitating robust decision-making and problem-solving 
capabilities in LLM-based systems.

Multi-stage methods dissect the planning process into 
distinct stages, aiming to improve LLM’s performance in 
complex reasoning and problem-solving tasks. SwiftSage 
[227] is a framework inspired by the dual-process theory 
that combines the advantages of behavior cloning and 
guided LLMs to enhance task completion performance 
and efficiency. It consists of two primary modules: the 
SWIFT module, responsible for rapid, intuitive thinking, 
and the SAGE module, handling deliberative thinking. 
The exploration process of DECKARD [236] is divided 
into the Dreaming and Awake stages. During the Dream-
ing stage, the agent utilizes an LLM to decompose the 
task into sub-goals. In the Awake stage, the agent learns 
a modular strategy for each sub-goal, verifying or rectify-
ing assumptions based on the agent’s experience.

External Reasoner and Planner. While LLMs 
exhibit powerful reasoning and planning capabilities 
across diverse applications, generating precise and effi-
cient plans for domain-specific problems poses signifi-
cant challenges. Consequently, several research studies 
have integrated LLMs with external tools to collabo-
ratively address specialized challenges. These external 
tools encompass domain-specific skills such as APIs, 
expert models, and techniques involving external data-
bases [174, 237, 238], renowned for their proficiency 
and high accuracy in specific domains. Leveraging these 
specialized capabilities, LLM-based agents equipped 
with external planners can generate more efficient, 
and in some cases optimal plans. Specifically, CO-LLM 
[35] utilizes LLMs to generate high-level plans for cur-
rent tasks, complemented by an external model that 
refines these plans into finer-grained strategies. On the 
other hand, LLM+P [239] transforms prompt contexts 
containing the agent’s current state, environmental 
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observations, and historical experiences into formal 
Planning Domain Definition Languages (PDDL). Sub-
sequently, this textual information is fed to an external 
reasoner for inference and the generation of detailed 
planning arrangements. This integrated approach 
enhances the planning capabilities of LLMs by lever-
aging both their text-based reasoning prowess and the 
precision of external reasoning models tailored to spe-
cific domains.

These methods significantly enhance the adaptive and 
perceptual capabilities of LLM-based agents in navi-
gating complex environments, thereby improving their 
ability to plan for and engage in sophisticated prob-
lem-solving and collaborative interactions. By employ-
ing these methodologies, agents can be guided toward 
more efficient, rational, and effective processes of rea-
soning, planning, and execution.

Generalization  The generalization capabilities of LLM 
agents are critical for their effectiveness across a wide 
array of dynamic and unpredictable environments. Gen-
eralization specifically manifests in the form of transfer-
ability, allowing agents to apply knowledge learned in 
one domain to another, and robustness, supporting adap-
tation to diverse input variations. This generalization 
capability ensures that LLM agents can maintain high 
performance across different contexts without extensive 
retraining or human intervention. The utilization of LLM 
agents’ generalization abilities is prominently reflected in 
areas such as zero-shot learning, few-shot learning, and 
many-shot learning.

Unseen tasks refer to those that the agent did not 
encounter during the training phase. The dynamic nature 
of most application environments necessitates that mod-
els possess the capability to effectively respond to unfore-
seen situations. LLM agents can leverage their large-scale 
training on diverse datasets to infer and apply relevant 
knowledge, enabling them to adapt to new tasks more 
quickly and robustly than traditional models. The gener-
alization approaches for LLM agents to unseen tasks can 
broadly be categorized based on whether the model has 
undergone fine-tuning.

In-Context Learning (ICL). In-context learning 
involves providing examples of the current task within 
the input prompt, allowing the model to use these exam-
ples to infer the task requirements and generate appro-
priate responses [85]. This method was highlighted in the 
work of [240], demonstrating GPT-3’s ability to learn to 
perform complex tasks through examples in the context. 
The advantage of ICL is that it does not require parame-
ter updates, making it computationally efficient and easy 

to implement. Nonetheless, the model’s performance is 
sensitive to specific settings, including the selection of 
prompt templates, the choice of contextual exemplars, 
and the sequence of examples, and it exhibits a propen-
sity to predict answers that frequently occur at the con-
clusion of prompts or are prevalent in the pre-training 
dataset [241].

Zero-Shot Learning. Zero-shot learning requires 
the model to perform new tasks without any specific 
task examples or fine-tuning, relying entirely on its pre-
trained knowledge. In [242], it demonstrated zero-shot 
learning with GPT-2, where the model showed the ability 
to handle various tasks without prior specific task train-
ing. This method highlights the model’s inherent gen-
eralization capabilities and does not require additional 
data or training. However, the performance of zero-shot 
learning may be limited for highly specialized or com-
plex tasks, as the model may lack the specific knowledge 
required to execute them effectively.

3.3.4 � Action
Actions represent the tangible behavioral outcomes of 
agents within an interactive environment, thereby effec-
tuating real changes in the environment and significantly 
impacting the interactions among agents. These actions 
are typically determined by a combination of profiles, 
memory, and the interactive context (including agent-
to-agent, agent-to-environment and agent-to-human 
interactions). Situated at the most downstream posi-
tion, actions vary widely depending on the application 
scenario. The action mechanism can be elucidated from 
two perspectives: the process of action creation and the 
application of actions: (1)Action Creation: This involves 
the processes and steps through which actions are gen-
erated. It encompasses the decision-making frameworks, 
algorithms, and procedures that lead to the formulation 
of specific actions based on the agent’s internal state and 
external stimuli. (2)Action Application: This refers to the 
contexts in which actions are applied and the subsequent 
effects of these actions on the application scenarios.

Action Creation  Action creation represents the final 
stage where agents manifest their intelligence within 
multi-agent systems’ interactive environments. As the 
environment dynamics fluctuate and task directives 
vary, agents employ diverse strategies and information 
sources to enact actions aligned with the system’s over-
arching objectives. Based on the temporal nexus between 
decision-making and action-taking in interactive envi-
ronments, we will delineate three prevalent strategies for 
action creation.
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One-Step Decision. Firstly, instant decision-making 
involves agents extracting recent, pertinent, and signifi-
cant information from their memory banks. When nec-
essary, agents supplement this information by accessing 
external knowledge bases. Guided by prompts derived 
from the amalgamation of current task requirements, 
memory recollections, and external knowledge, agents 
promptly formulate plans and execute corresponding 
actions. For instance, Generative agents [28] maintain a 
continuous memory stream, using recent and relevant 
information to guide their actions. Similarly, in GITM 
[129], agents query their memory to identify successful 
experiences relevant to achieving low-level sub-goals, 
replicating effective actions from previous tasks. Col-
laborative agents like ChatDev [30] and MetaGPT [31] 
engage in dialogue interactions where conversational 
histories stored in memory influence each agent’s utter-
ances. These strategies underscore the adaptive capacity 
of agents to dynamically integrate internal and exter-
nal information, facilitating effective decision-making 
and responsive action execution in complex interactive 
environments.

Pre-defined Planning. In this strategy, each action 
undertaken by LLM-based agents strictly adheres to pre-
defined planning, which can either be autonomously gen-
erated by the agent or predefined by users. For example, 
in DEPS [243], agents initiate action planning for a spe-
cific task and proceed with execution unless indications 
of plan failure emerge during the process. This method 
ensures agents maintain consistency and adherence to 
planned courses of action throughout their operational 
sequences.

Dynamic Creation. This strategy represents a synthe-
sis of the preceding two approaches, effectively balancing 
the pre-defined nature of task planning with adaptabil-
ity to dynamic environments. Initially configured with a 
comprehensive goal plan, agents generate an overarching 
objective plan. Subsequently, during interactions, agents 
adhere to these overarching goals while retaining the 
flexibility to make instant decisions based on the inter-
active environment. In GITM [129], for instance, agents 
formulate high-level plans by decomposing tasks into 
multiple sub-goals. These plans guide the sequential exe-
cution of actions aimed at addressing each sub-goal, ulti-
mately achieving the completion of the overall task.

Action Application  The context of actions typically 
undergoes dynamic changes based on specific applica-
tion scenarios. Action application refers to the direct 
interaction and influence between agents and their envi-
ronment, where the outcomes of their behaviors directly 
impact the realization of current tasks and the overall 
progression of multi-agent systems. Depending on the 

diverse interaction scenarios encountered by agents, we 
will delineate these aspects across three dimensions:

Task-Driven. In this scenario, the actions of LLM-
based agents are aimed at accomplishing specific sub-
tasks, which collectively contribute to the completion of 
larger overarching tasks through collaborative division of 
labor among agents. Leveraging the planning capabilities 
inherent in LLMs, DEPS [243] has developed a Minecraft 
agent capable of solving complex tasks by breaking them 
down into manageable sub-goals. Similar systems such 
as GITM [129] and Voyager [244] also rely extensively 
on LLMs’ planning abilities to successfully navigate and 
accomplish diverse tasks. TaskMatrix.AI [245] integrates 
LLMs with millions of APIs to facilitate task execution. 
At its core is a multi-modal conversational foundational 
model that engages with users, comprehends their objec-
tives and context, and subsequently generates executable 
code tailored to specific tasks.

Communication Interaction. The primary task of 
agent interaction revolves around engaging in discus-
sions on a specific topic to exchange ideas or foster inno-
vation. For instance, agents in ChatDev [30] collaborate 
through communication to collectively accomplish soft-
ware development tasks. Similarly, in Inner Monologue 
[9], the agent actively engages in dialogue with humans 
and dynamically adjusts its action strategies based on the 
feedback received from these interactions.

Environment Exploration. Environment explora-
tion primarily entails agents collaborating to explore and 
adapt to dynamically changing environments, thereby 
expanding their perceptual capabilities and skillsets. 
For example, the agent in Voyager [244] engages in the 
exploration of unknown skills during task completion, 
continually refining the execution of these skills based on 
environmental feedback through iterative trial and error.

Upon the agents’ execution of actions, some studies 
consider the direct impact on the interactive environ-
ment and attempt to seamlessly integrate downstream 
applications with the agents’ actions. This integration pri-
marily involves incorporating LLMs with the utilization 
of external tools or knowledge. Specifically, it includes 
APIs, calculators, code interpreters, expert-designed 
models, and external knowledge bases [238, 246, 247]. By 
leveraging these external resources, agents can enhance 
their decision-making processes and improve the effi-
ciency and accuracy of task execution.

This approach further expands the application scope 
and capabilities of the action module, facilitating more 
direct strategic planning and tool utilization in down-
stream applications. It enhances the agent system’s abil-
ity to adapt to new situations and leverage novel tools, 
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thereby broadening the potential for effective and effi-
cient task execution.

3.4 � Mutual‑interaction
Mutual interaction encompasses the exchange of infor-
mation and coordination of actions among agents, which 
is crucial for enhancing the collective intelligence within 
a multi-agent system. This interaction can be decom-
posed into three fundamental components: (1)Message 
Delivery: This pertains to the content and transmission 
methods of communication between agents, focusing 
on the specifics of the information exchanged. (2)Inter-
action Structure: This involves the organization and 
architecture of communication networks within the 
multi-agent system, detailing the modes and structures 
of interaction among agents. (3)Interaction Scene: This 
relates to the modes of collaboration among agents and 
the surrounding environment in which this cooperation 
takes place.

3.4.1 � Message delivery
Message delivery, an essential component for enabling 
communication and collaboration among agents, involves 
the exchange of information between agents. Messages 
are typically recorded and transmitted in textual form, 
though some work also incorporates multi-modal infor-
mation such as visual and audio data. The content of 
messages dynamically varies based on task assignments 
and interaction communication scene, generally encom-
passing historical and current state information as well as 
communication messages from other agents.

In general, message delivery is triggered by task assign-
ments, interaction with other agents, or external con-
trol signals. Depending on how agents access messages, 
delivery methods can be direct, such as broadcasting and 
point-to-point communication [248–250], or indirect, 
where agents first store messages in a shared memory 
pool that other agents can access to retrieve informa-
tion [31]. Additionally, message delivery must account 
for supplementary overhead, including transmission effi-
ciency, bandwidth, and the timeliness of message delivery 
[136, 251]. These considerations are crucial to ensure that 
communication and collaboration among agents remain 
advanced and synchronized, facilitating effective coordi-
nation and operational coherence within the multi-agent 
system.

3.4.2 � Interaction structure
The interaction structure delineates the communication 
framework within a multi-agent system, typically organ-
ized and arranged based on the content of messages, 
thereby assigning different roles and responsibilities to 

the agents. This structure inherently reflects the rela-
tionships among agents and the potential methods and 
pathways for message delivery. Based on the modes of 
message delivery and the relationship of inter-agent com-
munication, interaction structures can be categorized 
into four types: hierarchical, decentralized, centralized, 
and shared memory. Each type of structure defines spe-
cific dynamics and protocols for information exchange, 
influencing the overall efficiency and coherence of the 
multi-agent system.

Hierarchy. In hierarchical interaction structures, 
agents at different levels assume distinct roles, with a 
clear distinction between higher-level and lower-level 
agents. Higher-level agents typically perform supervisory 
roles, making critical decisions and issuing directives to 
subordinate agents. This interaction model mimics tradi-
tional organizational structures and enhances efficiency 
by clearly delineating authority and responsibility bound-
aries. For instance, DyLAN [252] constructs a dynamic 
hierarchical agent architecture, enabling LLM agents to 
engage in multi-turn dynamic interactions for complex 
tasks. DyLAN leverages mechanisms such as agent selec-
tion during inference and early termination to enhance 
inter-agent collaboration efficiency and performance. 
Furthermore, it employs an unsupervised agent impor-
tance scoring algorithm to automatically optimize the 
agent team, thereby improving task execution accuracy.

Decentralized. Decentralized communication oper-
ates within peer-to-peer networks where agents com-
municate directly with each other without relying on 
central authority. This structure not only promotes equal-
ity among agents, allowing for more flexible and dynamic 
interactions, but also reduces the computational burden 
on individual LLMs, enhancing system robustness. How-
ever, when applied to large-scale systems, coordination 
and communication overhead can become significant, 
potentially impacting overall performance. For example, 
in the decentralized multi-agent communication frame-
work (DMAS) [253], each robot’s LLM agent engages in 
task planning through turn-taking dialogues. This decen-
tralized strategy enables each agent to independently 
express its opinions and consider feedback from other 
agents during the conversation, collectively advancing 
task completion.

Centralized. In centralized interaction structures, a 
central agent or a group of central agents coordinate the 
system, managing and orchestrating interactions among 
all agents. This structure centralizes control and coordi-
nation, simplifying the decision-making process, avoiding 
potential conflicts, and improving overall system effi-
ciency. However, due to the system’s reliance on the cen-
tral agent, it is susceptible to single points of failure and 
communication delays, making it challenging to respond 
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swiftly to environmental changes. For instance, ACORM 
[254] introduces a centralized architecture by using a sin-
gle LLM as the central planner, which generates actions 
for each agent based on global state information, thereby 
achieving centralized training and decentralized execu-
tion. The introduction of a centralized architecture sim-
plifies the MARL planning process, reduces the need for 
extensive context, and enhances the scalability and infer-
ence efficiency of large language models in multi-agent 
tasks.

Shared Message Pool. The Shared Message Pool 
[31] is a mechanism for information exchange among 
LLM agents, where agents publish and subscribe to 
information via a shared message pool. This structure 
allows agents to subscribe to relevant messages based 
on their needs and profiles without requiring direct 
point-to-point communication, thereby improving com-
munication efficiency. Advantages include simplified 
communication processes, reduced complexity of infor-
mation transmission, and a unified message management 
approach. However, simultaneous access to the shared 
message pool by multiple agents may lead to contention 
and synchronization issues.

Shared messages can be divided into central knowledge 
repositories and shared parameters [19]. A typical exam-
ple of the former is MetaGPT [31], which maintains a 
shared message pool, allowing each agent to dynamically 
observe and extract the necessary information, thereby 
optimizing collaboration and communication efficiency 
among agents. Shared parameters refer to the partial or 
complete sharing of model parameters among agents, 
allowing an agent to update its weights based on new 
knowledge and synchronize these parameters with other 
agents.

3.4.3 � Interaction scene
In multi-agent systems, the interaction scenarios among 
agents are crucial as they not only determine the behavior 
patterns of the agents but also affect the overall efficiency 
and effectiveness of the system. Interaction scenarios in 

MAS based on LLMs can be classified into three major 
categories: communication, task execution, and environ-
ment exploration.

The communication scenario is one of the most funda-
mental forms of interaction in MAS. Agents coordinate 
and make decisions by exchanging information. This 
information exchange can take a direct form, such as 
transmitting each agent’s status, plans, and suggestions 
through specific communication channels [31, 255], or 
an indirect form, such as sharing knowledge about the 
environment, tasks, or other agents. The task execution 
scenario focuses on how agents execute specific actions 
based on predefined task allocations, which may include 
role-playing games [12, 256, 257], distributed task assign-
ments [258–260], and more. The environment explora-
tion scenario requires agents to utilize perception and 
learning mechanisms to continuously adapt and opti-
mize their behavior in unknown environments, which 
can include both simulated [2, 5, 261] and real physical 
[8–10] environments.

Analyzing the interrelationships among agents in these 
interaction scenarios is particularly critical as these rela-
tionships dictate how agents interact and collaborate. 
Currently, the interaction scenarios in LLM-based MAS 
can be summarized into three basic types: cooperative, 
adversarial, and mixed. These types provide MAS with 
a rich array of interaction patterns, enabling the system 
to adapt to diverse application scenarios and challenges, 
which are visualized in Fig. 5.

Cooperative. In cooperative interaction scenarios, 
agents work together to achieve a common goal. The 
basic process of cooperative MAS includes goal setting, 
task decomposition, information sharing, collaborative 
decision-making, and execution feedback. Agents first set 
common goals based on task requirements, then decom-
pose complex tasks into multiple subtasks assigned to 
different agents. The agents share information and jointly 
make decisions through communication and negotiation 
to reach a consensus. During task execution, agents per-
form tasks based on their respective roles and provide 
feedback to adjust strategies and optimize the execution 
process.

Fig. 5  The agent interaction scene
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Existing multi-agent cooperation models are mainly 
divided into unordered cooperation and ordered coop-
eration [20, 262]. A typical example of unordered coop-
eration is ChatLLM [258], which facilitates natural 
collaboration among agents by constructing a network 
that allows multiple ChatGPT instances to communicate, 
provide feedback, and think collectively without fixed 
role assignments. In contrast, METAGPT [31] achieves 
ordered cooperation by encoding standardized operat-
ing procedures (SOPs) into prompt sequences, enabling 
agents to perform specific tasks based on assigned roles 
and expertise. SPP [263] transforms an LLM into a cogni-
tive collaborative entity capable of solving complex tasks 
by simulating multi-role self-cooperation within a single 
LLM, effectively enhancing the LLM’s knowledge acqui-
sition, hallucination reduction, and strong reasoning 
capabilities.

Adversarial. In adversarial interaction scenarios, 
agents are in a competitive relationship, each pursuing 
the maximization of their own interests. The basic pro-
cess includes goal setting, strategy formulation, interac-
tion games, and result evaluation. Agents first set goals 
to maximize their own interests and then formulate 
competitive strategies based on the behavior of their 
opponents. In the interaction game stage, agents imple-
ment strategies through interactions to strive for maxi-
mum benefits. Finally, agents evaluate the game results 
and adjust strategies to cope with future competition. 
For instance, ChatEval [38] simulates the collective wis-
dom and cognitive collaboration of human evaluators 
by constructing a multi-agent debate system, utilizing 
LLMs with different roles and communication strategies 
to improve the accuracy and consistency of text evalua-
tion with human judgments. MAD [264] addresses the 
“thought decay” problem in LLMs’ self-reflection by pro-
moting divergent thinking through multi-agent debates, 
significantly enhancing performance in complex reason-
ing tasks.

Mixed. Mixed interaction scenarios combine fea-
tures of both cooperative and adversarial interactions, 
requiring agents to find a balance between coopera-
tion and competition. This type of interaction can be 
further subdivided into parallel and hierarchical forms. 
(1)Parallel: In parallel interactions, agents collaborate 
independently on separate tasks, sharing some infor-
mation without interfering with each other. Agents 
set independent goals, execute their tasks in paral-
lel, share some information to improve overall effi-
ciency, and finally evaluate task completion and adjust 
information-sharing strategies. In the workflow of SoT 
[259], the model first creates an answer outline and 
then expands each outline point in parallel. This paral-
lel processing strategy allows multiple LLM agents to 

collaborate, with each agent responsible for generating 
an independent part of the answer, ultimately aggregat-
ing into a complete response, thereby achieving rapid 
and efficient response generation. (2)Hierarchical: 
In hierarchical interactions, the relationships among 
agents typically manifest as a tree structure. The par-
ent node agents set global goals, decompose tasks, 
and assign them to child node agents. The child node 
agents execute specific tasks and provide feedback on 
the execution. The parent node agents adjust the global 
strategy based on the feedback to optimize the overall 
task execution. AutoGen [260] is a multi-agent dia-
logue framework that constructs a hierarchical struc-
ture dominated by managing agents, enabling parent 
agents to decompose complex tasks and dynamically 
assign them to child agents, achieving hierarchical 
interaction. AgentLite [265] builds on this by providing 
a lightweight platform that allows developers to easily 
implement and extend complex interactions and col-
laborative tasks among LLM agents based on this hier-
archical concept.

Overall, different interaction scenarios adopt different 
agent interaction strategies, greatly expanding the capa-
bilities of agents. In cooperative scenarios, agents achieve 
efficient task completion through coordination and infor-
mation sharing; in adversarial scenarios, agents optimize 
their strategies through games and competition; in mixed 
scenarios, agents balance cooperation and competition 
to achieve optimal solutions for complex systems. These 
models strive to enhance the realism, fidelity, and reliabil-
ity of the reasoning process, driving the development and 
application of LLM-based multi-agent systems.

3.5 � Evolution
Similar to how humans continuously refine their cogni-
tive abilities and acquire knowledge through interactions 
with their environment and others, evolution in agents 
involves the ongoing reflection on their decisions and 
actions to dynamically update their knowledge and expe-
riences, based on existing experiences and the feedback 
received during interactions, which is visualized in Fig. 6. 
By adopting evolution mechanisms, agents can con-
tinuously refine or revise their current understanding, 
thereby deepening their proficiency in known tasks and 
expanding their successful exploration of unknown tasks. 
Considering the sources of external feedback obtained 
during interactions, existing work can be categorized into 
three main types: information perceived from the sur-
rounding environment, exchanged with other agents, or 
conveyed by humans. To equip agents with these diverse 
sources of information, various methods have been 
employed to enhance their evolution capabilities. In the 
following sections, we provide a detailed introduction 
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to each of these approaches, elucidating the techniques 
used to bolster the evolution process in agents.

3.5.1 � Evolution source
Feedback received during interactions serves as indis-
pensable reference information for agents to achieve 
evolution. This feedback encompasses the outcomes 
and impacts of the agents’ decisions and actions, guid-
ing them to introspect and thereby dynamically improve 
their adaptation to complex environments or tasks. Pre-
vious work has predominantly captured and conveyed 
feedback in textual form [243, 266, 267]. Based on the 
sources from which agents receive this feedback, it can 
be categorized into three distinct types. Each source pro-
vides unique insights that contribute to the agents’ self-
reflection and continuous improvement processes.

Environment Feedback. Environment feedback refers 
to the information perceived by agents within either 
real-world or virtual environments. This type of feed-
back generally pertains to the changing information in 
the environment resulting from the agents’ decisions and 
actions during their interactions with the external sur-
roundings. Such feedback acts as a reward signal, inform-
ing agents about the consequences of their actions. 
This mechanism is vividly demonstrated in complex 
task planning and robotic simulations within dynamic 

environmental scenarios [17, 132, 268]. By incorporat-
ing these environmental changes as feedback, agents 
can refine their strategies and actions, thereby improv-
ing their adaptability and performance in real-time and 
simulated environments.

Agents Interaction. In multi-agent systems, agent 
interaction information involves the exchange of collabo-
rative information between agents. This information typ-
ically includes evaluations or status updates from other 
agents regarding a particular agent’s decisions or actions, 
as well as contextual communication between agents. 
Serving as internal signals, this interaction informa-
tion facilitates coherence and integration among agents, 
thereby continuously enhancing and expanding the col-
laborative capabilities of the multi-agent system. This is 
particularly evident in the hierarchical execution of tasks 
and agent communication within world simulations [49, 
269, 270]. Through such exchanges, agents can refine 
their coordination and improve overall system perfor-
mance in complex, dynamic scenarios.

Human Feedback. Apart from the aforementioned 
environmental and agent interaction feedback, human 
feedback constitutes a guiding signal provided by humans 
to direct agents toward making better decisions and 
actions, thereby enhancing their cognitive capabilities. 
As a subjective signal, human feedback effectively aligns 

Fig. 6  The overall workflow of the evolution module
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agents with human values and preferences and helps mit-
igate issues such as hallucination. This type of feedback 
is extensively utilized in systems where agents collaborate 
and communicate with humans [271, 272], ensuring that 
the agents’ actions and decisions are in harmony with 
human expectations and standards.

3.5.2 � Evolution methods
Evolution methods encompass a variety of techniques 
designed to enhance the capabilities and adaptability 
of agents through self-improvement and learning from 
interactions with their environment. These methods are 
crucial for developing intelligent systems that can auton-
omously refine their strategies and behaviors to achieve 
better performance across diverse tasks and scenarios. 
The section below delves into several key approaches, 
including feedback learning, supervised fine-tuning, 
prompt engineering, and reinforcement learning, each 
contributing distinctively to the evolutionary trajectory 
of intelligent agents.

Fine-tuning. Fine-tuning involves updating the param-
eters of a pre-trained model to adapt it to new tasks or 
domains. This method ensures that the model is specifi-
cally tailored for new challenges. There are three main 
categories of fine-tuning methods: full model fine-tuning, 
partial pre-trained parameter fine-tuning, and additional 
parameter fine-tuning: 

(1)	 Full Fine-tuning: Full fine-tuning involves updating 
all parameters of the pre-trained model to adapt it 
to specific new tasks. As noted in FireAct [273], full 
model fine-tuning can be more optimal, particularly 
when deep learning of the model for specific tasks 
is required, provided resources allow. However, it 
is computationally expensive and time-consuming, 
and when new task data is limited, there is a risk of 
overfitting.

(2)	 Repurposing: Repurposing typically focuses on 
fine-tuning specific layers of a pre-trained model, 
usually the higher layers, while keeping the lower 
layers unchanged [274–276]. Additionally, Bit-
Fit [277] demonstrates that by adjusting only the 
bias terms of the model or a subset thereof, per-
formance comparable to or even better than full-
model fine-tuning can be achieved on small to 
medium-sized training datasets. Similarly, SIFT 
[278] proposes leveraging the gradient sparsity of 
the model in downstream tasks by updating only 
the key parameters that contribute most signifi-
cantly to the gradient norm. Although repurposing 
enhances efficiency, it may not match the perfor-
mance of full-parameter fine-tuning when delving 
deeply into specific tasks [277]. Furthermore, the 

selection of parameters or layers to update is often 
based on heuristic rules, which may require further 
research to optimize the selection process.

(3)	 Additional Parameter Fine-tuning: Additional 
parameter fine-tuning introduces an extra set of 
parameters to the original model, allowing effi-
cient fine-tuning without altering the pre-trained 
parameters. (1)Adapter: Adapter training intro-
duces small neural network structures, known as 
adapters, between the layers of the pre-trained 
model. During fine-tuning, only these adapters are 
trained while the original model parameters remain 
unchanged. Specifically, adapters can be integrated 
into various layers of the model in a serial, paral-
lel, or reparameterized manner [279–282], and by 
adjusting the parameters of these adapters, the per-
formance of the model on specific tasks is enhanced 
while maintaining the model’s generalization capa-
bility. However, its performance is limited by the 
capacity of the adapters and may not fully capture 
the complexity of highly specialized tasks. (2)Low-
Rank Adaptation (LoRA): LoRA [283] involves add-
ing low-rank matrices to the model’s parameters 
and then fine-tuning these matrices to adapt to new 
tasks. QLORA [284] reduces the memory required 
for fine-tuning large language models without sac-
rificing performance by introducing LoRA in fro-
zen, quantized pre-trained language models. This 
exemplifies LoRA’s efficiency in computational 
resources and memory. However, its performance 
may be slightly inferior to full model fine-tuning 
for tasks requiring extensive modifications. (3)Pre‑
fix Tuning: Prefix tuning adapts to various tasks by 
adding task-specific prefix vectors to the model’s 
input. For instance, in [285], it demonstrates that by 
optimizing these prefixes, it is possible to achieve 
performance comparable to full-parameter fine-
tuning with significantly fewer parameters. How-
ever, fixed-length prefixes may be insufficient to 
address the diversity of tasks. To address this, APT 
[286] employs a gating mechanism to dynamically 
adjust the prefixes, enhancing the efficiency and 
effectiveness of fine-tuning, though its applicabil-
ity to non-Transformer architectures is limited. The 
advantage of prefix tuning lies in reducing the num-
ber of parameters, but it may require task-specific 
adjustments to the prefixes, and its performance 
may still be limited for certain tasks. (4)Prompt 
Tuning: Prompt tuning adapts pretrained LLMs 
to specific tasks by introducing trainable “soft 
prompts” [287]. This method leverages backpropa-
gation to optimize the prompts while keeping the 
rest of the model frozen. For example, P-Tuning 
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[288] stabilizes the training process by combin-
ing continuous prompt embeddings with discrete 
prompts and has achieved significant performance 
improvements in natural language understanding 
tasks such as LAMA [289] and SuperGLUE [290]. 
Although prompt tuning is favored for its param-
eter efficiency and model reusability, it may require 
carefully designed prompts and a deep understand-
ing of the task, and it might not fully match the 
effectiveness of full-parameter fine-tuning for some 
complex tasks.

Feedback Learning. Feedback learning is an approach 
that employs feedback information as context, enabling 
an agent to “reinforce” policy generation iteratively with-
out the need to update weights. Feedback information 
can take on multiple forms, such as prompt contexts 
[240], embeddings [287], tokens [288, 291–293]. Reflex-
ion [293] is an innovative feedback learning mechanism 
that enables language agents to reinforce learning by 
receiving verbal feedback, rather than through weight 
updates. The agent reflects on task feedback signals and 
stores the results of reflection as text in episodic memory, 
guiding future decision-making processes and thereby 
improving performance in successive attempts. Instruct-
GPT [205] learns by collecting evaluations from human 
annotators on the model’s output, which include prefer-
ence rankings for the text generated by the model, serv-
ing as a feedback signal. Similarly, DPO [294] directly 
adjusts model behavior based on user preference rank-
ings, offering a more targeted optimization by aligning 
outputs with human feedback in a computationally effi-
cient manner.

Prompt Engineering. Prompt engineering is a method 
that utilizes well-designed prompts and feedback as con-
textual cues. For example, Retroformer [266] enables 
an agent to reflect on its past failures, integrating these 
reflections into prompts to guide future actions.

Prompt engineering has a wide range of applications 
in large language models. For instance, AutoPrompt 
[295] enhances GPT-3’s performance on specific tasks by 
generating custom prompts, thus improving its output 
quality. The AutoPrompt approach demonstrates that by 
automating the generation and optimization of prompts, 
the performance of language models on specific tasks can 
be significantly improved. The core of this method lies 
in the automatic generation of prompts, which through 
continuous adjustment and optimization, enables the 
model to better understand task requirements and pro-
duce high-quality outputs.

Prefix-tuning [285] is another prompt engineering 
technique that involves adding prefixes to prompts, 
allowing the language model to better understand and 

execute specific tasks. Prefix-tuning shows that by opti-
mizing prompts without changing the model weights, the 
performance of the model can be significantly enhanced. 
This method adds specific prefixes to input prompts, ena-
bling the model to reference more contextual informa-
tion during generation, thus improving the relevance and 
accuracy of the output.

Reinforcement Learning. In reinforcement learning, 
an agent learns the optimal strategy through interaction 
with the environment. Each action produces correspond-
ing feedback (such as rewards or penalties), and the agent 
continually adjusts its strategy based on this feedback to 
maximize cumulative rewards. The core of reinforcement 
learning lies in trial and error and optimization, where 
the agent gradually learns to make optimal decisions in 
different contexts through multiple trials and errors. For 
example, ICPI [296] learns in context by using large lan-
guage models to perform policy iteration without expert 
demonstrations or gradient updates, improving strate-
gies through trial-and-error interaction. GLAM [297] 
employs online reinforcement learning, allowing the 
LLM Agent to gradually adjust its strategy through inter-
action with the environment, thereby enhancing perfor-
mance in achieving specific goals. InstructGPT [205], on 
the other hand, fine-tunes GPT-3 through reinforcement 
learning with human feedback, making it better at fol-
lowing user instructions and improving its alignment and 
performance across various tasks.

3.5.3 � Agents adjustment
A key aspect of the evolution mechanism is the continual 
updating of agents’ existing knowledge and experiences, 
or the refinement of current decisions and behaviors 
before execution. This process aims to deepen the agents’ 
cognitive capabilities and enhance their responsiveness 
to complex and dynamic environments. Through itera-
tive learning and adaptation, agents can improve their 
performance and maintain relevance in ever-changing 
contexts.

Memory Update. A significant approach empha-
sizes the expansion and deepening of agents’ self-
awareness and learning experiences. This method 
generally involves agents utilizing memory mecha-
nisms to engage in self-reflection based on collected 
feedback, through processes of abstraction, summa-
rization, and synthesis. The newly acquired knowl-
edge and experiences are then stored in memory or 
an external database. For instance, in GITM [129], 
the agent initially makes explorations in the interac-
tion environment. Upon successfully accomplishing a 
task, the agent stores the actions used in its memory. 
Similarly, in AppAgent [298], the agent learns through 
a dual approach of autonomous exploration and the 
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observation of human demonstrations. This iterative 
process facilitates the construction of a comprehensive 
knowledge base, which subsequently serves as a refer-
ence for executing complex tasks across diverse mobile 
applications. In MemPrompt [299], natural language 
feedback from users concerning the agent’s problem-
solving intentions is captured and stored in memory. 
Subsequently, when the agent confronts analogous 
tasks, it accesses these stored memories to formulate 
more appropriate responses.

Self-Reflection. While previous research has pre-
dominantly focused on enhancing agents’ capabili-
ties for zero-shot task decision-making and efficient 
execution, a general approach involves agents dynami-
cally evolving by adapting their initial goals and plan-
ning strategies based on feedback and communication 
records. In LMA3 [268], for instance, autonomous 

goal-setting is a key feature where agents progres-
sively enhance their capabilities through environmental 
exploration and feedback from a reward mechanism. 
Through this process, agents accumulate knowledge 
and develop skills according to their individual prefer-
ences. RoCo [34] introduces a method for multi-robot 
collaboration tasks where agents initiate sub-task plans 
and plot 3D waypoint paths for each robot. LLMs are 
employed by agents to refine plans and waypoints until 
they meet validation criteria. While ReAd [300] takes 
the advantage function evaluated by a critic as feed-
back, and revises the plan for more efficient interaction. 
MemoryBank [134] undertakes conversation process-
ing to distill daily events into concise summaries akin 
to human memory consolidation of significant expe-
riences. Through ongoing interactions, agents con-
tinuously assess and enhance their knowledge base, 

Fig. 7  Diverse application of the llm-based multi-agent system

Table 2  Representative applications of the LLM-based multi-agent system

Application Domain Work

Problem Solving Software Development Dong et al. [32], ChatEDA [303], LIBRO [304], PENTESTGPT [305]

Industrial Engineering Mehta et al. [2], Xia et al. [3], Li et al. [4]

Embodied Agents SayCan [8], Inner Monologue [9], TidyBot [10], RoCo [34], CoELA [35]

Science Experiments Ghafarollahi et al. [5], Boiko et al. [6], ChemCrow [7]

Science Debate Du et al. [36], Liang et al. [264], ChatEval [38]

World Simulation Gaming Li et al. [12], Renella et al. [13], MarioGPT [306]

Societal Simulation Gao et al. [14], Ma et al. [15], CGMI [16]

Economy (Financial trading) Horton et al. [307], Akata et al. [308], Guo et al. [256], CompeteAI [257]

Recommender Systems Zhang et al. [309], TALLRec [310], Hou et al. [311], Liu et al. [312], Chat-Rec 
[313], Dai et al. [314], KAR [315], GENRE [316], LLMRec [317], RecAgent [60], 
RecSim [318], Agent4Rec [59], AgentCF [49]

Disease Propagation Simulation Williams et al. [52], Ghaffarzadegan et al. [319]
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generating daily insights into evolving personality 
traits.

Dynamic Generation. In certain contexts, the focus is 
on the autonomous maintenance of multi-agent systems 
to ensure their continuous operation. Given the complex-
ity of the environment, the system can dynamically adjust 
its scale by generating or removing task-specific agents. 
For example, in [301, 302], they allow the system to effec-
tively scale and tailor its resources, deploying agents spe-
cifically crafted to address current operational demands 
and challenges.

4 � Application
The application of LLMs spans a wide array of fields, 
revolutionizing how tasks are performed and how virtual 
environments are simulated (Fig.  7). This section delves 
into the diverse applications of LLMs, focusing on their 
roles in problem-solving and world simulation, illus-
trating their transformative impact on software devel-
opment, industrial engineering, science experiments, 
societal simulation, gaming, and more. We list represent-
ative applications in Table 2.

4.1 � Problem solving
LLMs are transforming problem-solving across vari-
ous domains by leveraging their advanced capabilities 
in natural language understanding and other application 
[320–323]. These models excel in breaking down com-
plex tasks, offering solutions, and facilitating efficient 
collaborations among virtual agents. Below, we explore 
the specific applications of LLM agents in software devel-
opment, embodied agents, science experiments, and 
debates.

Software Development. In the fields of computer sci-
ence and software engineering, LLM-based agents can 
understand, infer, and generate human-like text by lev-
eraging a training corpus encompassing various domains 
such as computer science and cybersecurity. This capabil-
ity enables automation in coding, testing, debugging, and 
documentation generation. In [32], it employs multiple 
LLM agents, each acting as a different “expert” to collab-
oratively handle complex coding tasks through a virtual 
team approach, thereby enhancing code quality and effi-
ciency. ChatEDA [303] introduces an autonomous agent 
for Electronic Design Automation (EDA) powered by a 
fine-tuned LLM, AutoMage, which manages task plan-
ning, script generation, and execution, thereby improv-
ing the design flow from Register-Transfer Level (RTL) 
to Graphic Data System Version II (GDSII). LIBRO [304] 
utilizes a pre-trained LLM to analyze defect reports and 
generate prospective tests, effectively reproducing a 
large number of errors from the Defects4J benchmark. 

PENTESTGPT [305] is a specialized tool that simulates 
human-like behavior in penetration testing, equipped 
with reasoning, generation, and parsing modules, allow-
ing it to adopt a divide-and-conquer approach when 
encountering problems.

Industrial Engineering. The application of LLM 
Agents in the industrial sector encompasses various areas 
such as automated production, engineering design, pro-
cess control, and optimization. With their robust natural 
language processing capabilities, LLM Agents can com-
prehend and generate complex instructions and informa-
tion, thereby automating task execution and data analysis 
processes. Additionally, these agents can continuously 
improve their performance through learning and adap-
tation, offering more accurate and efficient decision-
making. For instance, in civil engineering [2], it proposes 
a 3D interactive framework where an interactive agent 
can understand natural language instructions to place 
building blocks and detect confusion, seeking clarifica-
tion based on human feedback. In automated production 
[3], it integrates LLM Agents with digital twin systems, 
enabling intelligent planning and control of production 
processes, thereby enhancing production efficiency and 
flexibility. In the field of chip design [4], it uses GPT-3.5 
and GPT-4 agents to assist in developing finite-difference 
time-domain (FDTD) simulation code and deep rein-
forcement learning code, optimizing the structure of 
photonic crystal surface-emitting lasers (PCSEL).

Embodied Agents. With strong commonsense rea-
soning and language understanding capabilities, LLMs 
can assist robotic systems in planning, reasoning, and 
executing advanced tasks through interactions with 
physical and virtual environments. For instance, SayCan 
[8] utilizes LLM-generated high-level plans, combining 
them with environmental states and value functions to 
create feasible plans for robots, thereby improving task 
efficiency. Inner Monologue [9] introduces feedback 
mechanisms, enabling the LLM to continually learn and 
optimize during the planning process to adapt to com-
plex environments. TidyBot [10] generates personalized 
household cleaning task plans by learning user prefer-
ences, catering to diverse user needs. In multi-robot col-
laboration, projects such as RoCo [34] employ LLMs for 
high-level communication and low-level path planning, 
achieving effective coordination among robotic arms. 
CoELA [35] demonstrates the coordination and manage-
ment capabilities of LLMs in decentralized control and 
complex task planning within multi-robot environments. 
These applications not only advance the development of 
embodied intelligence technologies but also provide new 
possibilities for the intelligent and personalized future of 
robotic systems.
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Science Experiments. The integration of LLMs into 
scientific disciplines has facilitated the creation of intelli-
gent agents capable of autonomously conducting chemi-
cal experiments. These agents, harnessing the capabilities 
of LLMs, have automated the entire experimental pro-
cess, from design to execution, representing a significant 
advancement in laboratory automation. The ProtAgents 
platform [5], which employs multi-agent collaborations 
and LLMs for de novo protein design, integrating physi-
cal simulations with machine learning. In [6], it presents 
an intelligent agent system that amalgamates multiple 
LLMs to tackle intricate scientific tasks, such as cata-
lyzed cross-coupling reactions, thereby showcasing the 
scientific research proficiency of LLM Agents. Further-
more, the introduction of ChemCrow [7], an LLM-based 
agent equipped with 17 meticulously developed tools, 
has streamlined the planning and execution of chemical 
synthesis.

Science Debate. LLM Agents excel in scientific 
debates, drawing from their broad training and ability to 
produce coherent, contextually fitting responses. Debates 
are typically structured into rounds, where multiple 
instances of LLM offer analyses, engage in collaborative 
discussions, and refine arguments until consensus or a 
reasoned conclusion is achieved. In [36], it deploys mul-
tiple instances of LLMs in debates to achieve consensus, 
thereby enhancing reasoning and factual accuracy. The 
Multi-Agent Debate (MAD) framework [264] encour-
ages divergent thinking in LLMs, addressing the issue of 
Domain of Thought (DoT). Additionally, ChatEval [38] 
employs multiple agents in a structured debate format 
to critique and evaluate the outcomes produced by vari-
ous candidate models, aiding in improving the evaluative 
performance concerning text quality to better align with 
human preferences.

4.2 � World simulation
Another primary application scenario of LLM-MA is 
world simulation. LLM agents can comprehend and 
generate coherent, semantically rich text, thereby simu-
lating human behavior and interaction. This capability 
enables LLM agents to play various roles in simulating 
the world and interacting with the environment and 
other agents, thereby constructing a virtual world with 
a certain degree of realism. In world simulation, LLM 
agents can be endowed with different tasks and attrib-
utes, such as playing roles in games, simulating human 
behavior in society, and conducting decision analysis in 
economics, thus facilitating simulation and research in 
various domains.

Gaming. The application of LLM agents in the gaming 
domain encompasses various roles, ranging from acting 
as players participating in games, simulating non-player 

character (NPC) dialogues and behaviors, to provid-
ing player assistance and game design support [11]. 
These agents are capable of generating coherent text to 
enhance the interactivity of in-game characters and the 
quality of storytelling, while also supporting game design 
processes such as level generation and concept design. 
In [12], it employs a variant of the GPT model to simu-
late players in predicting legal moves in the board game 
“Othello”, revealing evidence of an emergent nonlinear 
internal representation of the board state despite lacking 
prior knowledge about the game or its rules. A method 
based on the game “League of Legends” was proposed to 
automatically generate live commentary during game-
play, supporting automatic identification of key events 
and utilizing ChatGPT to generate speech output in [13]. 
MarioGPT [306] is a fine-tuned GPT-2 model specifically 
designed to generate tile-based Super Mario game levels 
from textual prompts, and when combined with novelty 
search, it produces diverse and playable game content in 
an open-ended manner.

Societal Simulation. Within the sphere of social sci-
ences, the utilization of LLM Agents primarily revolves 
around the emulation of human behavior and social 
interactions. They are capable of engaging in conversa-
tions with humans through natural language processing 
techniques, participating in multi-turn dialogues, and 
learning social interactions within simulated environ-
ments. These agents contribute to areas such as social 
network analysis, mental health support, and education 
by analyzing language data, identifying patterns of social 
behavior, and making decisions or predictions based on 
this information. In [14], it creates an LLM-based Multi-
Agent System using prompt engineering and fine-tuning 
techniques, encompassing information on emotions, atti-
tudes, and interaction behaviors to support individual 
and group-level simulations. While in [15], it conducts 
a qualitative analysis of 2917 user comments based on 
Replika, a popular and leading LLM-based Conversa-
tional Agent, finding that it facilitates on-demand, non-
judgmental support, enhances user confidence, and 
aids in self-discovery, but has limitations in preventing 
harmful or false information. Additionally, CGMI [16], 
as a configurable general Multi-Agent Interaction frame-
work, can be utilized to simulate classroom interactions 
between teachers and students, indicating a close cor-
relation with real classroom environments concerning 
teaching methods, curriculum, and student performance.

Economy (Financial Trading). Given the enhanced 
text comprehension and complex decision-making capa-
bilities of LLM-based agents, researchers endow these 
agents with attributes such as endowments, informa-
tion, and preferences to simulate the decision-making of 
humans or economic participants, conducting in-depth 
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economic and financial research. In [307], it compares 
the economic behavior of LLMs with actual human 
behavior by placing LLMs in multiple economic sce-
narios, such as the dictator game and minimum wage 
issues, to gain new insights into economics. The studies 
conducted by [308] and [256] both focus on planning and 
cooperation in interactive behavior. In [308], it employs 
behavioral game theory to study cooperation and coor-
dination in LLMs through repeated games, revealing 
persistent behavioral signatures and the ability of LLMs 
to adapt strategies based on social preferences. On the 
other hand, in [256], it investigates the strategic decision-
making of GPT in the ultimatum game and the prisoner’s 
dilemma, demonstrating that GPT exhibits human-like 
responses and can be influenced by traits of fairness 
concern or selfishness. CompeteAI [257] introduces a 
versatile competition framework applicable to various 
competitive situations, simulating a virtual town with 
two types of agents: restaurants and customers, thereby 
validating existing classical theories such as social learn-
ing and the Matthew effect.

Recommender Systems. In the field of recommender 
systems, LLMs, due to their powerful domain gener-
alization and language generation capabilities, are often 
used as recommender and for enhancing or simulating 
recommender. When used as recommendation models, 
LLMs can be specialized for personalized recommenda-
tions after parameter fine-tuning [309, 310] and can also 
perform recommendation tasks under a zero-shot para-
digm [311, 312]. The introduction of prompt engineering 
methods [313] can trigger LLMs to perceive the sequence 
of behavioral order and alleviate potential position bias 
and popularity bias issues. Additionally, the general 
knowledge encoded in LLMs can be used to improve 
traditional recommender systems [315–317] such as by 
encoding and inferring user information and feeding the 
resulting informative representations into traditional rec-
ommender systems. When LLMs are used as recommen-
dation simulators, most are user-oriented [59, 60, 318], 
simulating real user behaviors in personalized recom-
mendation systems but failing to understand the essence 
of user-item relationships. To address this, AgentCF 
[49] creatively treats both users and items as agents and 
develops a collaborative learning approach to capture the 
bidirectional relationship between users and items.

Disease Propagation Simulation. In disease trans-
mission and epidemiological modeling, LLMs can simu-
late the behaviors and interactions of various agents in 
disease transmission, aiding researchers in gaining a 
deeper understanding of disease transmission dynamics 
and developing effective control strategies. For instance, 
in [52], it develops generative agents using Chat-
GPT to mimic behaviors like self-quarantining, which 

contributed to a more realistic flattening of the epidemic 
curve. While in [319], it creates a simulated environment 
with LLM-powered agents that exhibited human-like 
behaviors, such as changing attitudes and emotions in 
response to social events.

5 � Discussion
While previous work on LLM-based autonomous agents 
has obtained many remarkable successes, this field is still 
at its initial stage, and there are several significant chal-
lenges that need to be addressed in its development. In 
the following, we present many representative challenges. 
Despite the robust capabilities and extensive applications 
of LLM-based agents, numerous concealed risks persist. 
In this section, we delve into some of these risks and offer 
potential solutions or strategies for mitigation.

5.1 � Open problem
In the rapidly evolving field of AI, MAS have garnered 
significant attention due to their potential to tackle 
complex tasks through collaboration and coordination. 
However, the implementation and deployment of these 
systems present numerous challenges. This paper delves 
into some key open issues encountered in MAS develop-
ment, with a particular focus on the intrinsic constraints 
of LLMs, misuse of these systems, challenges in scal-
ing MAS, and the necessity for adaptation to dynamic 
environments.

LLM’s Intrinsic Constraints. This section introduces 
the inherent limitations of LLMs, covering key issues 
such as the opacity of their decision-making processes, 
the tendency to produce hallucinations, and the pres-
ence of biases in their outputs. (1)Black Box Effect 
and Decision Accuracy Assessment: LLMs operate 
as black-box systems, rendering their decision-making 
processes opaque. This opacity poses significant chal-
lenges in evaluating the accuracy and reliability of their 
decisions, which is crucial in high-stakes applications. 
To mitigate this issue, existing work often employs 
methods to explain model decisions [203, 324], guide 
the generation of reasoning processes [86], and uncover 
the models’ inherent reasoning abilities [224]. In [324], 
it developed model interpretability techniques that 
provide insights into LLMs’ decision-making by high-
lighting the importance of individual input features. 
SHAP employs game theory to assess feature contribu-
tions, offering both local and global explanations, while 
LIME approximates predictions using local linear mod-
els, enhancing trust and understanding of model out-
puts. These techniques render the inner workings of 
complex models more transparent. (2)Hallucination: 
LLMs can produce information that sounds plausi-
ble but is factually incorrect or nonsensical, known as 
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hallucination [199]. This phenomenon may arise from 
the model’s overgeneralization of training data or mis-
interpretation of incomplete or misleading information. 
Researchers have adopted various strategies to address 
this challenge, including integrating external knowl-
edge bases to enhance information accuracy [143, 238], 
increasing model transparency to foster understand-
ing of decision processes [86, 202, 203], developing 
fact-checking systems to verify outputs [200, 201], and 
designing hallucination detection tasks [325, 326] to 
evaluate and improve model performance. For exam-
ple, CoVe [202] encourages models to generate initial 
responses, followed by verification queries to check 
the draft’s factual accuracy before producing a refined 
response, thereby enhancing output accuracy. (3)Bias: 
Bias in LLMs manifests as the propagation and amplifi-
cation of discriminatory tendencies present in training 
data, such as racial and gender biases, leading to unfair 
or harmful outputs [327–330]. Detecting and mitigat-
ing these biases is crucial for developing fair and ethi-
cal AI systems. Techniques such as rebalancing training 
datasets [331–333], applying bias mitigation algorithms 
[334–336], and regularly auditing model outputs [337, 
338] are essential in this regard. For instance, BERT 
[339] has been enhanced for bias robustness through 
adversarial training, while the GPT series [64, 240] 
incorporates human feedback to optimize models and 
reduce inappropriate behavior. These methods collec-
tively advance the construction of more just and non-
discriminatory AI systems.

Misuse. Despite the powerful capabilities of MAS and 
LLMs, they can be maliciously exploited for large-scale 
disinformation generation [340–342], cyber-attacks 
[343–346], and other inappropriate behaviors [347, 348]. 
Such misuse can pose threats to individual, societal, and 
national security. To prevent these threats, researchers 
have implemented various measures. For instance, some 
studies employ methods such as instruction processing 
and malicious detection to eliminate potential adversar-
ial contexts or malicious intents [349–351]. Adversarial 
training and prompting [352, 353] enhance the robust-
ness of agents, enabling them to withstand malicious 
inputs and attacks. Additionally, establishing AI ethics 
and policies guides the development and deployment of 
agent systems, ensuring they operate within ethical and 
legal frameworks, thereby reducing the risk of misuse 
[354, 355]. These comprehensive measures contribute to 
the enhanced security of multi-agent systems, preventing 
their exploitation for improper purposes.

Scaling Up the Multi-Agent System. Scaling up multi-
agent systems involves increasing the number of agents 
to achieve larger-scale social simulations and more com-
plex task processing. While this process can enhance 

system performance and realism, it also introduces chal-
lenges related to computational resources, communica-
tion efficiency, and system coordination. To address these 
difficulties, researchers have adopted various strategies:

Firstly, static adjustment and dynamic scaling methods 
are widely applied [356]. Static adjustment methods [37, 
255] design systems by pre-determining the number and 
roles of agents, which is effective for fixed tasks or goals 
but lacks flexibility in response to task changes. Dynamic 
scaling methods allow systems to adjust the number of 
agents during operation based on demand, providing 
greater adaptability and flexibility. For example, AGENT-
VERSE [302] optimizes task execution efficiency and 
quality by dynamically adjusting team composition and 
role allocation by simulating human team collaboration.

Secondly, optimization of communication and coordi-
nation mechanisms helps reduce biases and redundancies 
in the information dissemination process. Existing work 
often improves cooperation efficiency among agents 
through role specialization and standardized operating 
procedures. For instance, MetaGPT [31] employs a struc-
tured communication mechanism by defining message 
formats and sharing message pools, reducing ambiguities 
in agent communication, while introducing a publish-
subscribe mechanism to effectively manage information 
flow and avoid information overload.

Lastly, innovations in system architecture and design 
are crucial for the stable operation of large-scale multi-
agent systems. This involves building system architec-
tures that support distributed computing and efficient 
data management, and designing agents that can flex-
ibly adapt to different environments and tasks. In [357], 
it constructed a cascading architecture of large language 
models that intelligently allocate tasks to either cost-
effective models or more powerful but costlier models 
based on answer consistency, effectively reducing the 
cost of scaling multi-agent systems.

Dynamics Environment Adaptation. Dynamic envi-
ronment adaptation refers to the capability of AI agents 
to operate effectively in constantly changing environ-
ments. This capability requires agents to not only under-
stand the state of the environment but also predict and 
adapt to changes to achieve continuous task execution 
and goal attainment. The dynamic nature of the environ-
ment arises partly from the heterogeneity of multi-modal 
data streams and partly from the continual iteration of 
external conditions and task demands.

Regarding multi-modal data streams, existing work 
enhances LLM agents’ data processing and comprehen-
sion abilities through external integration and internal 
processing methods. Firstly, by integrating multi-modal 
models, LLM agents can process and understand vari-
ous data types such as images, videos, and speech by 
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converting multi-modal inputs into text. For example, 
MMReact [358] completes multi-modal reasoning tasks 
by combining a library of visual experts with language 
models. Additionally, some models like LLaVA [154] 
and PALM-E [71] improve their understanding and 
generation capabilities of visual information by train-
ing on large-scale text-image paired datasets during the 
pre-training stage, supporting agents to directly handle 
multi-modal inputs and improve performance in multi-
modal tasks.

Furthermore, to address the continual iteration of 
external conditions and task demands, researchers have 
designed flexible task execution frameworks and contin-
ual learning mechanisms. For instance, through instruc-
tion tuning [359, 360] and alignment tuning [205, 361], 
LLMs can better adapt to specific tasks and human val-
ues. AgentTuning [360] enhances LLMs’ ability to exe-
cute complex real-world tasks by combining lightweight 
instruction adjustment datasets. Additionally, using in-
context learning and continual learning methods, agents 
can quickly absorb new information and update knowl-
edge bases, thereby better adapting to environmental 
changes and new task requirements.

5.2 � Future direction
Envisioning the future of LLM agents necessitates 
addressing the challenges and trends currently shaping 
this field. This section delves into three significant future 
directions: the development of collective intelligence in 
AI agents, the deployment of MAS as reliable and effi-
cient services, and the expansion of these systems’ appli-
cations across various domains. By exploring these areas, 
we aim to enhance the capabilities of LLM agents, mak-
ing them more sophisticated, reliable, and versatile in 
mimicking human perception and interaction.

Collective Intelligence in AI Agents. Collective intel-
ligence emphasizes integrating diverse perspectives and 
decision-making through collaboration and competition 
among agents, thereby forming group wisdom that sur-
passes individual capabilities [20]. The key to construct-
ing such systems lies in designing effective coordination 
mechanisms to avoid groupthink and cognitive biases 
while promoting cooperation and enhancing collective 
intellectual performance.

A potential strategy to achieve this balance is the use 
of decentralized learning algorithms, where agents can 
learn and update their knowledge bases independently 
while periodically sharing insights with the team. This 
approach ensures each agent maintains its individuality 
while benefiting from collective intelligence. Addition-
ally, incorporating mechanisms for conflict resolution 
and consensus-building can help maintain harmony 

within the agent group, fostering more robust and adap-
tive collective intelligence.

Moreover, reinforcement learning algorithms [362] 
provides a powerful tool for achieving collective intelli-
gence, allowing LLM-MA to adjust based on immediate 
feedback from the environment or humans. However, 
current research often focuses on individual agents’ 
memory and evolution techniques, which may result in 
suboptimal collective performance due to individual 
optimization [363, 364]. This limits the potential for col-
lective intelligence within agent networks. Consequently, 
achieving optimal collective intelligence through the 
coordinated adjustment of multiple agents remains a 
critical challenge.

LLM-based Agent System as Service. The introduc-
tion of LLM multi-agent systems as a service (AaaS) 
heralds a significant shift in the service model within 
the AI domain [365, 366]. This model offers intelligent 
agent systems as a service via cloud platforms, reducing 
technical barriers and enhancing service reliability and 
efficiency. Users can access advanced agent services on 
demand without the need to build and maintain complex 
infrastructure, which is particularly appealing to small 
and medium-sized enterprises and individual users.

In practical implementation, AaaS must consider the 
coordination and communication mechanisms of agents 
to ensure effective cooperation among different agents, 
providing a coherent service experience. Additionally, 
AaaS platforms must be highly configurable, allowing 
users to adjust the agents’ behavior and functionality 
according to their needs. For instance, OpenAI’s API ser-
vice enables users to guide agent behavior through cus-
tomized prompts to achieve specific tasks.

However, the successful implementation of AaaS also 
faces challenges. First, the decision-making process of 
agents needs to be transparent and interpretable to gain 
users’ trust. Second, as the scale of service expands, 
ensuring system stability and response speed, especially 
in high concurrency scenarios, is a key issue. Further-
more, the personalization and intelligence level of agent 
services need continuous improvement to meet users’ 
expectations for service quality.

Application Expansion. In multi-modal and dynami-
cally changing environments, the future development 
of MAS will focus on enhancing their adaptability and 
flexibility. With the continuous advancement of AI tech-
nology, MAS will be able to more accurately understand 
complex data streams and respond quickly in chang-
ing environments. For example, by integrating advanced 
machine learning and deep learning algorithms, MAS 
will be able to process information from different sen-
sors and data sources, achieving more refined situational 
awareness. In downstream applications, the expansion of 
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MAS will bring innovation to fields such as healthcare, 
traffic management, and environmental monitoring. Par-
ticularly in healthcare, MAS can provide more accurate 
diagnostic and treatment recommendations by analyzing 
patients’ multi-modal health records. In traffic manage-
ment, MAS can optimize traffic signal control and reduce 
congestion by analyzing real-time traffic flow and acci-
dent data.

However, MAS faces challenges in data fusion, real-
time processing, and decision-making when realizing 
these application expansions. Future research needs 
to explore more efficient data processing frameworks 
and algorithms to ensure MAS can adapt to constantly 
changing environmental demands while maintaining 
high performance. Additionally, ensuring the secu-
rity and privacy protection of MAS is an important 
aspect that cannot be overlooked in future develop-
ment. Through continuous technological innovation 
and interdisciplinary collaboration, MAS is expected 
to play a greater role in multiple fields, bringing more 
convenience and value to society.

6 � Conclusion
In this paper, we have systematically provided an over-
view of LLM-based multi-agent systems, comprehen-
sively reviewing the current research studies in this 
domain. We began by elucidating the origin and defini-
tion of agents, tracing their developmental trajectory 
from single agents to multi-agent systems. Motivated 
by the workflow of multi-agent systems, we system-
atically proposed a general framework comprising five 
main components: profile, perception, agent’s self-action 
(including memory, knowledge, agent’s ability, and 
action), mutual interaction, and evolution. For each mod-
ule, we discussed and summarized specific application 
methods and workflows. Subsequently, we introduced the 
wide-ranging applications of LLM-basedv multi-agent 
systems, categorizing them into two sections: problem-
solving and world simulation. Finally, the paper delved 
into current challenges, such as the intrinsic constraints 
of LLMs, adaptation to dynamic environments, and 
potential developmental directions for LLM-based multi-
agent systems, such as collective intelligence. Despite the 
fact that current research is still somewhat distant from 
achieving ideal, reliable, and autonomous system applica-
tions, we believe that LLM-based agents represent a sig-
nificant step forward.
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