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3. Testing with Concept Activation Vectors
(T-CAV)




Concept-based

Explainability

V’ Can I modify the model?
Post-hoc Explainable-by-
Explanation Method design Model
(Section 4) Do I have (Section 5) Do I have
annotated concepts? annotated concepts?

Yes

Unsupervised
(Section 4.2)

To provide which
explanation?

Class-Concept Node-Concept
Relations Association
(Section 4.1.1) (Section 4.1.2)

Create them!

Supervised Unsupervised Sup. + Unsup. Generative
(Section 5.1) (Section 5.2) (Section 5.3) (Section 5.4)

Which kind of
unsupervised concepts?

On the same
task dataset?

Joint Concept Prototypes- Concept
Training Instillation based Basis

(Section 5.1.1)

(Section 5.1.2) (Section 5.2.1) (Section 5.2.2)




Example: Post-training explanation

* To use machine learning responsibly, we need to ensure that
* Our values are aligned
* Our knowledge is reflected

e Standard XAl Solutions

* Interpretable ML model (e.g. linear model)
* Simple but we significantly lose the performance

* Post-training explanation
* E.g. Perturbation-based/sensitivity analysis-based methods
* May be difficult to trust for standard users




Example: Post-training explanation

Given Image
(Cash-machine)

Trained ML model
(e.g. GoogleNet)
ool Predicted as

Convolutional .

layer 1 Convolutional layer Cash-machine

layer 2
<3 12 24O
o | efrnf 7 A@ ey p ( Z)
P 3O 3
99 Max pooling g
9 Max pooling e Output
3 layer 1 layers
Input layer

* Why was this a cash machine?




Problem Objective

Given Image

Corresponding
Saliency Map

Prediction:

Prediction:
Sliding door

* Did the ‘human’ concept matters?
* Did the ‘paper’ concept matters?

* Did the ‘ATM’ or ‘Cash’ concept matters?

TCAV objective:
Quantitatively measure how

important are “user- chosen concepts”




TCAV:Overview

hl,k :R™ > R

S e

e

Kt class
o 0 0 > B

®

Sc k(" )
=Vhi i (f1(Me)) - v




TCAV components

a) A dataset annotated with both examples of concepts and random images
b) The dataset with the original classes

c) The model to explain

d) The Concept Activation Vectors (CAV)

e) The TCAV score showing the influence of a concept on a given class




Str|p Images
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Random Images

Train a linear classifier to separate
the projection of the concepts
from the random images

CAV (vlc) is the vector
orthogonal to the decision
boundary

filE)

TCAV: (1) How to define CAV?

Trained ML model
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Sorting Images with CAVs

* Given a set of images (e.g., belonging to the same class)

* Compute the cosine similarity between

* the latent representation of an image f;(x)

the CAV v} of the selected concept

CEO concept: most similar striped images

CEO concept: least similar striped images
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\ h__——’
\.~ ——

&(( !
|

Model Women concept: most similar necktie images

o M B
)

Model Women concept: least similar necktie images




TCAV: (2) How to compute TCAV scores?

TCAV score

dotted striped zig-zagged
zebraness — Jp(z)
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Directional derivative with CAV:
; Se e () > 0: positive influence The TCAV score is the number of class samples having a

; Sc11(x) < 0: negative influence positive directional derivative w.r.t. the CAV




TCAV score characteristcs

¢ TCAVC,k,l = [O, 1]

TCAV¢ k1 > 0.5 : positive influence  TCAV ;. ; < 0.5 : negative influence

Of concept C
Over class k
Computed in layer [




TCAV Example 1 (Zebra)

Given Image

(Zebra) Trained ML model

(e.g. GoogleNet)

My, — 7
N 3

Predicted as

Max pooling
layer 1

TCAV tells that Stripe
has a positive
importance for the
classification of zebras

Was Stripe concept
important to this
zebra image
classifier?




TCAV Example 2 (Doctor)

Given Image
(Doctors)

Trained ML model
(e.g. GoogleNet)

Predicted as
Doctor

m) p(2)

Convolutional

TCAV tells that Woman
has a negative
importance for the
classification of doctors

BIAS IDENTIFICATION!

Was Woman
concept important
to this doctor image
classifier?




When and where can concept be learnt?

* Accuracy of the «linear probe»

* High implies the network has
automatically learnt a concept

* Low implies the network does not
use that concept for predicting
the final class

;

—e— arms, lampshade, bolo_tie
—e— caucasian, eastasian, latino, african
—e— red, blue, green, yellow
—— windsor_tie, bolo_tie, bow_tie
—e— striped, dotted, zigzagged
—— honeycombed, bumpy, lacelike
siberian_husky, zebra, corgis
+— whiteman, female, baby

accuracies of linear classifiers
used to learn CAVs

0.0
mixed3a mixed3b mixed4a mixed4b mixed4c mixed4d mixed4e mixed5a mixed5b  logit

* Simpler concepts have high accuracy throughout the NN

 High-level concepts can be detected better at higher layers
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2. Concept Bottleneck Models
(CBMs)




Concept-based

Explainability

No Can I modify the model?

Post-hoc
Explanation Method
(Section 4) Do I have (Section 5) Do I have
' annotated concepts? annotated concepls?

Explainable-by-
design Model

Create them!

Supervised Unsupervised Sup. + Unsup. Generative
(Section 5.1) (Section 5.2) (Section 5.3) (Section 5.4)

Supervised Unsupervised
(Section 4.1) (Section 4.2)

To provide which
explanation?

On the same
task dataset?

Which kind of
unsupervised concepts?

Joint Concept Prototypes- Concept
Training Instillation based Basis
(Section 5.1.1) (Section 5.1.2) (Section 5.2.1) (Section 5.2.2)

Class-Concept Node-Concept
Relations Association
(Section 4.1.1) (Section 4.1.2)




End-2-End models are difficult to interact with

/I’his looks like arthritis...
Why do you think there’s no
\ arthritis?
sl

ety VINGTG M~ | prediction | no arthritis




ldeal: Interact through high-level concepts

This looks like arthritis...
Why do you think there’s no
arthritis?

It’s because | didn’t
see any bone spurs.

Hm, isn’t this a
bone spur?

Oh, you're right.
| agree there’s
arthritis now.




-

CONCEPT
ENCODER

=

v

. squared x

%ﬁ cold

X

CONCEPTS

CBMs Explicitly Represents Concepts

TASK
PREDICTOR

=

“APPLE”
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CBMs Allows Interactions!

« . Domain
Expert

@ - \x
* red v
- squared -4y
}I{ cold X

CONCEPTS




CBMs Allows Interactions!
ﬁo Domain

» f— r::r Expert

. round o -
* red v
- squared X“
}I{ cold X

CONCEPTS

“APPLE”




Importance of Concept Intervention

| don’t think

there are
- bone spurs

spurs
—_ [ 1.48 .. 0.15 .. 0.09 ]

Intervention ‘

correct
[ 148 .. 1.0 .. 0.09 ] _—
moderate

arthritis

wrong
no arthritis




Concept bottleneck models architecture

Concept Encoder
9(x)
(b
¢ ¥ _
| =N Label Predictor — Task loss:
: 0] v 3 & )y
araB s »| ¢ - : > Bird Type
. © | White chest O
% g g O Black wings 2

\ _/ LEGEND
(O Hidden Activation
OCa-n-:upl-nlignmi Activation
-Oﬂulpul logit
(O Trainable & differentiable model

Concept loss: L.(g(x;); ¢c;)

4



ifferent training strategy

Indipendent: f = arg ming Zi Ly(f(ci); yl') fis trained using the truth concepts

g = arg ng'n i Lc(g(xp), c;)

Sequential: f = arg minf Zi Ly (f(g (xi)): yi) g is trained first as above, then freezed

. A A ; . f,g trained together
Joint: f, g = arg ming X,; L,,(f(c;),y;) + Aargming X, L.(g(x;), c;) ff’r srzlme)oo

Standard: f} g‘ = arg minf Zi Ly(f(ci): yi) It ignores the concepts loss
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trade-offs

Task (y) error

CuB

O tial
0.244 O n(_:'d(i-:"’]peennI ent
O |oi =
o k4 =9t
0.22 A
Joint, A = 0.01
0.2041 o
0.18 A
Standard O
O Joint, A = 0.001
0.16 1 I 1 1 1
0.0 0.1 0.2 0.3 0.4 0.5

Concept (c) error

Different interpretability/performance

Sequential and indipendent are the
more «trustworthy» beacause they
ensure no concept leakage

Joint strategy provides better task
accuracy
» Different trade-offs according to
the A value

Standard model still has higher
accuracy on average
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Explictly concept training ensure model learns the
concepts

Standard E2E trained model “ X-Ray Concept
_— Error (1)

O Independent 0.53
il Sequential 0.53
model
— | arthritis grade Joint 0.54
TCAV [Probe] 0.68
pre—
O sclerosis
%6@ () | bone spurs In a trained model, identifying some

concepts may not be possible, because it
might not have learnt them automatically

- Only by explicitly training a model we
() | narrow joint space can ensure it represents all concepts!




CBM Drawbacks

Poor Trade-offs Low Concept Efficiency
Struggle to compromise between CBMs do not scale in real-world
accuracy and explainability conditions

Accuracy-Explainability

Trade-Off CBM Concept Efficiency (CUB)
100 No concepls * ElII
= = m - e
2. 90
) z?
g % g
§ 70 S
2 <2
60 W g
ﬁ CEM Fuzzy g o j
© 50 {Koh at al)
< —_—— 10
Pt
50 60 70 80 90 100 o
Concept Alignment (%) D7 T ConceptsUsed In Training (06)

Concepts Used In Training (%)




3. Concept Embedding Models
(CEM)




Concept-based

Explainability

No Can I modify the model?

Post-hoc
Explanation Method
(Section 4) Do I have (Section 5) Do I have
' annotated concepts? annotated concepls?

Explainable-by-
design Model

Create them!

Supervised Unsupervised Sup. + Unsup. Generative
(Section 5.1) (Section 5.2) (Section 5.3) (Section 5.4)

Supervised Unsupervised
(Section 4.1) (Section 4.2)

To provide which
explanation?

On the same
task dataset?

Which kind of
unsupervised concepts?

Joint Concept Prototypes- Concept
Training Instillation based Basis
(Section 5.1.1) (Section 5.1.2) (Section 5.2.1) (Section 5.2.2)

Class-Concept Node-Concept
Relations Association
(Section 4.1.1) (Section 4.1.2)




Concept Embedding Models: overview

Label
Predictor

Input Latent Code Embedding Generators Bottleneck




Concept Embedding workflow

1. h =1(x): the latent space of the model
2. c;r = qbf(x): neural model dedicated to represent the i-th positive concept embedding

3.  p; =s([cf,c;]): the concept score (i.e., probability of presence of the ith concept) is a function
shared among concepts working on the concatenations of the concept embeddings

4. ¢, =pici + (1 —pyci: the concept embedding is represented by the weigthed combination of
the positive and negative concept embeddings according to its presence

5. f([¢q, ... €;,...Cx]): the task predictor works on the concatenation of all the concept embeddings

33
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CEM: A neural-symbolic approach

Neural Symbolic (CBM) Neural Symbolic (CEM)

Concepts are represented Concepts are represented Concepts are represented

with: unsupervised with: supervised scalars with: pairs of supervised
embeddings embeddings

c. € RX c. € [0,1] c. € RX

Ci = agg(ci”, Ci_)

_/z% "
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Accuracy-Explainability

Trade-Off

100 No concepls *
= <
S 90 Maety)  OURS
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E 80
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Q
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a Ty
E 50 K I't Iy
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Concept Alignment (%)

Beyond Trade-offs

CEMs overcome the current
accuracy-explainability trade-off

L]

CEM Advanatages

CLB Concept Efficiency
=1} & i

:

=]

=

Task Accuracy (%)
B &

=]

=]

a Fal i} &1} 40 50 a0 L m w 0
Concepts Used In Training (%)

Bool-CBM s Fuzzy-CBM Hybnd-CEBM & CEM (ours)

High Concept Efficiency

CEMs scale to real-world conditions
where concept supervisions are scarce

Interventions on CUB

Task Accuracy (%)

7

0

&® - ~
Concepts intervened

e Bool-CBM e Fuzzy-CBM Hybnd-CBM X CEM (ours)

Effective interventions

CEMs are responsive to concept
interventions




* PROS:

e Retain high accuracy

* Has high concept efficiency like CEM

Concept Encoder

g9(x)

-

o

)

CEM vs Hybrid approach

* CONS:

* Prevent any effect of concept

intervention

* Changing the predicted scores has no
effect on the task prediction

e Allthe information required to predict
the task is encoded by the
unsupervised neurons

%
g

i

\S

|
é
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\ é
SR
O
O Unsupervised .
O Extra Capacity Label Predictor
0 :
= 7(@)
O Long beak
O Long tail
© | White neck LEGEND
O Black wings O Hidden Activation
— O Concept-aligned Activation

O Output logit

Hybrid approach: CBM + a set of unsupervised neurons  Drinable & differentiable model

—» Bird Type

(0600 «




Have we |lost something?

CEM: NON-Interpretable
Interpretability

Label

Embedding Generators Bottleneck Predictor

CBM: Interpretable

y
Label Predictor
O | Long beak
+ ? Long tail Bird T}fpe T
O g9(x)
@]
LEGEND

) Hidden Activation ~ T

0 cept-align crivation — —

Og“:purm;ifbdh cyellow - [2*3" 0-3, 3-5? . s » ]

[ Trainable & differentiable model




b,

CONCEPT
ENCODER

=)

#*H*®

round «
red «

squared x
cold x

CONCEPTS

CONCEPT
PREDICTOR

=)

Can we create an Interpretable Model over Concept
Embeddings?

0.8 Round + 0.1
Red - Apple
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Come on Monday to the Project Presentation!

* You will form groups of about 4 people

* We will provide 8-10 different projects among which you will have to
choose

* The remaining of the lecture we will do:
* Alaboratory on C-XAl
* A guided laboratory on XAl for Text Data with Prof. Eliana Pastor
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