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Project. This project aims to analyze existing approaches to explainability

in ranking algorithms and develop or enhance methods for generating human-

understandable explanations for rankings to improve interpretability and user

trust of ranked outputs across domains such as search engines, recommendation

systems, and decision-support tools.

Overview.

Ranking algorithms [3] are central to numerous applications, including infor-

mation retrieval, recommender systems, and hiring or admissions platforms.

Despite their widespread adoption, the opaque nature of these models raises

concerns about transparency, fairness [8], and user trust. Explainability in

ranking aims to clarify why certain items are ranked higher than others, help-

ing users make informed decisions and developers diagnose system behavior.

Several approaches have emerged, proposing explanation techniques such as

feature attribution [1, 2, 4], counterfactual explanations [6, 5, 7]. However, no

distinct analysis emerges from this approach, and none addresses all aspects.

This project addresses the need for a comprehensive analysis of explanation

techniques tailored to the ranking context and for developing or enhancing an

existing approach.

Goal.

The project aims to review existing methods for explainability in ranking al-

gorithms systematically, identify current research gaps, and propose improved

or novel methods for generating human-understandable explanations. It fur-

ther seeks to evaluate the impact of these explanations on user trust, decision-

making, and system adoption through empirical analysis.

Required analysis, implementation, and evaluation.

• Literature Review. Conduct a systematic review of existing explain-

ability methods for ranking algorithms.
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• Identification of Research Gaps. Identify key gaps in current meth-

ods, such as scalability, generalizability across domains, or alignment with

human reasoning.

• Implementation. Develop and improve existing explainability tech-

niques for rankings (e.g., via attribution, rule extraction, or contrastive

explanations).

• Evaluation. Evaluate the e↵ectiveness of the proposed methods through

user studies or quantitative metrics.
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P2 — Evaluating Explanations and their
Sensitivity

Explainable and Trustworthy AI Course

Politecnico di Torino - 2024/2025

Reference teachers: Eliana Pastor, Eleonora Poeta

Project. This project aims to explore the evaluation of explanation meth-
ods, focusing on how explanation quality is a↵ected by changes in data, model
architecture, and training conditions, with the aim of assessing and improving
the reliability and generalizability of explainability techniques.

Overview.

Explanation methods are designed to o↵er insights into machine learning model
decisions. However, these methods often lack robustness and consistency when
applied across di↵erent models or under minor input perturbations [1, 2, 3, 5,
4, 6, 8, 7, 9]. These variations raise concerns about whether current explain-
ability tools truly reflect stable and generalizable properties of a model or its
data. This project addresses the need for systematic approaches to evaluate
explanation quality and explore whether explanations can be made more robust
across models and settings.

Goal.

The aim of this project is to evaluate the behavior of explanation methods
across diverse modeling conditions and to investigate strategies for improving
the consistency and robustness of explanations. The project will consider a set of
explanation methods and will examine their capacity to produce reliable insights
across di↵erent scenarios. It aims to assess whether current explanation methods
o↵er insights when subjected to varying model types, training settings, or slight
modifications to the input data. In doing so, the project will also consider how
evaluation strategies for explanations can be broadened to capture more general
interpretability properties.

Required analysis, implementation, and evaluation.

• Literature Review. Conduct a review of existing evaluation metrics for
explanations, focusing on criteria such as robustness, fidelity, stability, and
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generalizability. Examine also performed analysis evaluating such aspects.

• Identification of Research Gaps. Identify key limitations in how cur-
rent explanation methods are evaluated and the extent to which these
methods provide consistent insights across di↵erent training runs, models,
or data configurations.

• Implementation. Apply selected explanation methods to a variety of
model types and training configurations. Introduce experimental setups
that test explanation variability under model perturbations, data changes,
or re-training. Optionally, propose modifications to existing methods to
enhance robustness or interpretability.

• Evaluation. Develop or adapt a general benchmarking strategy to assess
explanation behavior across multiple conditions. Focus on characterizing
explanation behavior, using or proposing metrics that reflect changes in
explanations across models or inputs, and assessing to what extent expla-
nations remain meaningful and stable under variation.
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P3 - Automatic Subgroup Identification and
Mitigation of Biases of ML Models

Explainable and Trustworthy AI Course

May 5, 2025

Reference teachers: Eleonora Poeta, Eliana Pastor

Project. This project aims to investigate and develop mitigation strategies to
reduce performance disparities targeting underperforming subgroups discovered
through automatic analysis.

Overview.

Machine learning models may exhibit disparities in performance across di↵er-
ent population subgroups [10]. Identifying these underperforming subgroups
is critical for improving model fairness and robustness. These disparities can
stem from data imbalance, spurious correlations, or insu�cient model capacity
to generalize across diverse linguistic patterns. Prior work has identified under-
performing subgroups using methods like clustering, frequent pattern mining,
or metadata analysis [1, 3, 8, 9]. However, mitigation e↵orts frequently rely
on predefined subgroups or simple debiasing techniques, which may not fully
resolve deeper performance gaps [7, 14].

This project explores the development of e↵ective mitigation strategies af-
ter the identification of problematic subgroups. Potential methods include data
augmentation, loss reweighting, regularization techniques, and contrastive learn-
ing [2, 4, 5, 6, 12, 13]. Moreover, model-agnostic approaches like Shapley
value [11] analysis and its approximations [8] can guide mitigation by high-
lighting key features correlated with underperformance, enabling targeted in-
tervention either during model training or in post-processing.

Goal.

The primary goal is to develop and evaluate strategies for mitigating perfor-
mance disparities. The project will start with the identification of underper-
forming subgroups and focus on improving fairness and robustness through
subgroup-aware interventions.
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Required analysis, implementation, and evaluation.

• Literature Review. Survey existing mitigation techniques for bias, with
a focus on subgroup-specific fairness interventions.

• Identification of Research Gaps. Identify open challenges in current
mitigation approaches for addressing subgroup-level disparities. For in-
stance, many methods rely on static, user-defined subgroup labels or focus
only on some specific type of data.

• Implementation. Develop a mitigation pipeline that addresses subgroup
performance gaps. This may involve: (i) Using Shapley values or sim-
ilar attribution techniques to identify key features associated with sub-
group underperformance. (ii) Applying targeted mitigation techniques,
such as generating counterfactual examples, augmenting low-performing
group samples, or training with subgroup-aware loss functions.

• Evaluation. Evaluate the impact of the proposed mitigation strategy.
Assess improvements using both performance metrics and fairness criteria
(e.g., performance in data subgroups).
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P4 — Explainability meets Adversarial Attacks:
Leveraging Explanations to Create Intrinsically

Robust Models

Explainable and Trustworthy AI Course

Politecnico di Torino - 2024/2025

Reference teachers: Gabriele Ciravegna, Eleonora Poeta

1 Project Overview

Adversarial attacks pose a significant threat to machine learning models, ma-

nipulating inputs to mislead predictions and compromising system reliability.

Explainable AI (XAI) o↵ers a powerful avenue to enhance model transparency,

enabling the identification and mitigation of adversarial behaviors. This project

explores XAI techniques to detect, understand, and counteract adversarial at-

tacks within the domain of computer engineering, ensuring the robustness of

AI-driven solutions.

Several works can be identified as foundational milestones for adversarial at-

tack detection and defense mechanisms. Biggio et al. [2013], Szegedy et al. [2013]

and Goodfellow et al. [2014] first introduced the idea of Adversarial Examples in

machine learning, highlighting vulnerabilities of Support Vector Machines and

Deep Learning models. Papernot et al. [2016] proposed one of the first and

most e↵ective defense methods, based on the concept of distillation as a learn-

ing technique to mitigate adversarial attacks. Madry et al. [2017] proposed to

train models on adversarial samples to improve their generalization and intrin-

sic robustness. Xu et al. [2017] proposed feature squeezing to compare a DNN

model’s prediction on the original input with that on squeezed inputs to detect

adversarial attacks.

Recent research has explored XAI-driven adversarial defense strategies Liu

et al. [2021]. For instance, Fidel et al. [2020] explored the use of Shapley Ad-

ditive Explanations (SHAP) values computed for the internal layers of a DNN

classifier to discriminate between normal and adversarial inputs. Zhang et al.

[2018], instead, proposed detecting adversarial perturbations directly starting

from saliency maps. Using Concept-based XAI methods, Ciravegna et al. [2023]

have shown that the violation of the logic rules explaining a model behavior can

be used as a detection method of adversarial samples.
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Starting from these works, the student involved in this project will aim to

integrate further explore and integrate XAI methodologies for adversarial attack

mitigation, fostering more secure and transparent AI.

2 Goal

The primary goal of this project is for students to acquire and demonstrate their

theoretical knowledge and practical skills in XAI techniques and adversarial at-

tack, their detection and mitigation. Students will analyze various adversarial

attack strategies and their impact on AI models, investigate XAI methodologies

to interpret and diagnose adversarial manipulations, develop countermeasures

leveraging XAI-driven explanations for enhanced AI security, and evaluate the

e↵ectiveness of mitigation strategies through empirical analysis and experimen-

tation.

3 Required Steps

3.1 Literature Review

Students will be required to conduct a thorough review of contemporary research

on adversarial attacks in AI models, existing XAI approaches and assessing prior

work integrating XAI with adversarial defense.

3.2 Identification of Research Gaps

The project requires students to analyze current adversarial mitigation strate-

gies, identifying their limitations. Possibly, they might find underrepresented

XAI techniques in adversarial contexts and formulate proposals that might fill

these key gaps in the literature.

3.3 Implementation

The project will involve the design and development of AI models with inte-

grated XAI components. It will also require the students to implement di↵erent

types of adversarial attacks to evaluate the model robustness.

3.4 Evaluation

The e↵ectiveness of the XAI defense will be measured by analyzing model per-

formance before and after its application. Adversarial robustness metrics (such

as the Robust Accuracy or the detection percentage) will be examined to assess

their role in security improvements. Possibly, the results should be compared

against at least an existing state-of-the-art adversarial defense mechanism.
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P5 — Explainable-by-design Models for
Autonomous Driving

Explainable and Trustworthy AI Course

Politecnico di Torino - 2024/2025

Reference teachers: Gabriele Ciravegna, Eleonora Poeta

1 Project Overview

Students engaging in this project will investigate explainable-by-design models
for autonomous driving in order to enhance the transparency and trustworthi-
ness of AI-driven decision-making systems. Autonomous vehicles often depend
on deep learning for real-time decisions; however, the inherent opacity of these
systems can raise critical safety, ethical, and regulatory concerns [Zablocki et al.,
2022, Atakishiyev et al., 2024]. Through this project, students will develop mod-
els intrinsically equipped with explainable modules, thereby providing a clear
rationale for autonomous actions.

Students will be required to implement at least one explainable approach—such
as Concept Bottleneck Models, Prototype-Based Learning, or Attention-Based
Interpretability—to elucidate key driving decisions [Lai et al., 2024]. For ex-
ample, concept bottleneck models may enable the system to predict intermedi-
ate, human-defined concepts (e.g., “pedestrian crossing” or “vehicle stopping”)
before determining the action of the autonomous vehicle. Prototype-based ap-
proaches, in contrast, classify inputs by comparing them with representative
reference examples; whereas attention-based models o↵er a visual breakdown of
the most salient part of the input influencing the final classification.

For hands-on experimentation, students will utilize at least one large-scale
autonomous driving dataset. Recommended datasets include the ROAD dataset
[Singh et al., 2022], nuScenes [Caesar et al., 2020], the Waymo Open Dataset
[Sun et al., 2020], and BDD100K [Yu et al., 2020]. These datasets provide a rich
collection of frames (images) extracted from divers driving videos and labelled
with the corresponding driving action taken by the driver.
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2 Goal

Students will collaborate in groups to study, design and implement explainable-
by-design autonomous driving models. They will be required to thoroughly
present their results through a structured report. They will study and under-
stand how explainable-by-design models can be applied in practical and sensi-
tive scenarios. Also, they will gain hands-on experience with Explainable AI
(XAI) techniques, selecting and implementing explainable-by-design models on
large-scale autonomous-driving datasets.

3 Required Steps

3.1 Literature Review

Students will first perform a comprehensive review of Explainable AI (XAI)
methodologies, particularly focusing explainable-by-design models and their ap-
plication into practical scenarios such as the autonomous-driving one.

3.2 Identification of Research Gaps

Students are required to critically assess existing autonomous driving frame-
works, identifying their limitations. Emphasis should be placed on the chal-
lenges of integrating real-time interpretability—particularly how current explainable-
by-design models may be defined at the frame-level to also capture the temporal
(video) context [Zhang et al., 2025]. Based on this analysis, students should for-
mulate precise research questions and solutions to address the identified gaps.

3.3 Implementation

Students will implement at least one explainable model within a simulated au-
tonomous driving pipeline. They may choose, for instance, a Concept Bottleneck
Model, a Prototype-Based model, or an Attention-Based approach. In the case
of Concept Bottleneck Models, students are encouraged to employ a pre-trained
object detection model—such as the 3D-RetinaNet1—to predict objects in a
given frame. This pre-trained model can serve as an e↵ective means to furnish
intermediate, human-interpretable concepts before the final decision is made.

Moreover, students will apply their chosen model to at least one dataset from
the recommended list (ROAD, nuScenes, Waymo Open Dataset, BDD100K).
This will allow for empirical validations under a variety of driving scenarios and
environmental conditions. Note: Students must ensure that the dataset they
select is compatible with the chosen explainable-by-design model.

1https://github.com/gurkirt/3D-RetinaNet
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3.4 Evaluation

Students must rigorously evaluate the performance and interpretability of their
models. This will involve comparing their approach against traditional black-
box models using metrics that assess model performance, but also highlighting
the advantage of explainable-by-design models.
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P6 — Robustness in Medical Imaging Models:
Towards Trustworthy AI Diagnostics

Explainable and Trustworthy AI Course

Politecnico di Torino - 2024/2025

Reference teachers: Eleonora Poeta, Gabriele Ciravegna

Project. This project focuses on exploring the robustness of AI models
against Out-of-Distribution (OOD) inputs in Medical Imaging. It involves de-
veloping detection techniques to identify and mitigate these problems, thereby
enhancing the robustness and trustworthiness of AI models used in medical di-
agnostics. The project emphasizes practical implementation and analysis on
real-world medical imaging datasets (e.g., MRIs or CTs).

Overview.

In real-world clinical environments, AI models are frequently exposed to data
that deviates from their original training distributions due to numerous sources
of variability. These Out-of-Distribution (OOD) inputs can significantly degrade
model performance and lead to unreliable predictions [1].

In the medical domain [3], the deployment of AI models that are not ro-
bust to such variations—whether demographic (e.g., age, gender, ethnicity) or
technical (e.g., MRI scanners with di↵ering field strengths or X-ray machines
with varying resolutions)—is highly problematic due to the high-stakes nature
of clinical decision-making [2, 4]. Models that fail to generalize across these
variations risk producing biased or unsafe outputs, thereby compromising both
diagnostic accuracy and patient safety.

Goal.

The main objectives are:

• Understanding challenges posed by OOD inputs in medical imaging ap-
plications.

• Investigating and implementing state-of-the-art OOD detection methods
tailored for medical imaging tasks.

• Apply some mitigation strategy or evaluation of model robustness in a
real-world scenario.
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Required analysis, implementation, and evaluation.

• Literature Review. Conduct a systematic review of existing OOD de-
tection methods, Robustness in Trustworthy AI, and application in the
medical domain.

• Identification of Research Gaps. Highlight critical limitations in ex-
isting approaches, including the reliance on re-training to assess OOD be-
havior when models are exposed to data from varying institutions, imaging
equipment, or patient populations.

• Implementation. Develop and improve existing techniques to evaluate
or ensure the model’s robustness.

• Evaluation.Evaluate the e↵ectiveness of the proposed methods through
user studies or quantitative metrics.
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