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Introduction to Hadoop and
MapReduce

Motivations of Hadoop and
MapReduce

.
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Data volumes

The amount of data increases every day
Some numbers[) 2012):
Data processed by Google every day: 100+ PB
Data processed bifaceboolkevery day: 10+ PB
To analyze them, systems that scale with
respect to the data volume are needed

Data volumes: Google Example

Analyze
Average size of a webpagét
Size of the collection: 1Billion x 20KBs=

HDD harddisk read bandwidth150MB/sec
Time needed taead all web pageévithout
analyzing then): 2 million seconds = more
than 15days

A single node architecture is not adequate




Data volumes: Google Example

with SSD

Analyze
Average size of a webpagét
Size of the collection: 1Billion x 20KBs=

SSD hardlisk read bandwidth550MB/sec
Time needed taead all web pageévithout
analyzing then): 2 million seconds = more
than 4 days

Asinglenode architecture is not adequate

Failures

Failures are part of everyday life, especially in
data center

A single server stays up for 3 years (~1000 days)
10 servers 1 failure every 100 days (~3 months)
100 servers- 1 failure every 10 days
1000 servers 1 failure/day
Sources of failures

Hardware/Software
Electrical, Cooling, ...
Unavailability of a resource due to overload

28/02/2020



Failures

LALN data [DSN 2006]
Data for 5000 machines, for 9 years
Hardware failures: 60%, Software: 20%, Network
5%
DRAM error analysisSigmetrics2009]
Data for 2.5 years

8% of DIMMs affected by errors
Disk drive failure analysis [FAST 2007]

Utilization and temperature major causes of
failures

Failures

Failure types
Permanent
E.g., Broken motherboard
Transient
E.g., Unavailability of a resource due to overload
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Network bandwidth

Network becomes the bottleneck if big amounts
of data need to be exchanged between
nodes/servers

Network bandwidth (in a data center): 10Gbps

Moving 10 TB from one server to another takes more
than 2 hours

- should be it

IS

Usually, codes/programs are small (few MBSs)

- (programs) and to data

Network bandwidth

Network becomes the bottleneck if big amounts
of data need to be exchangdzktween
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Network bandwidth (in a data center): 10Gbps

Moving 10 TB from one server to another takes more
than 2 hours

- should be it
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Usually, codes/programs are small (few MBS)
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Single-node architecture

Server (Single node)

CPU

Memory

—
~~ 3

Disk
v
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Single-node architecture

Server (Single node)

CPU

Memory

Disk

Small data

Data can be completely
loaded in main memory

12
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Single-node architecture

Server (Single node)

=041 AOOEAAI & AAOA [ ETETC
Large data

Data can not be completely
loaded in main memory

Load in main memory one chunk
=t of data at a time
Process it and store some statistics

Combine statistics to compute
the final result
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Cluster Architecture

Cluster of servers (data center)
Computation is distributed across servers
Data are stored/distributed across servers

Standard architecture in the Big datantext

(D 2012)

Cluster of commodity Linux nodes/servers
32 GB of main memory per node
Gigabit Ethernet interconnection

14
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Commodity Cluster Architecture

2-10Gbpsbackbone between racks
Switch

1Gbpsbetween
any pair of nodes
. [t |
in a rack Switch O S Switch
1\
CPU CPU CPU CPU
Mem 8 Mem 8 Mem 8 Mem
sk s s [oisic |
Server 1 Server .. Server .. Server N
Rack 1 2AAE 8 Rack M

Each rack contains 164 nodes
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Data center
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Data center

Scalability

Current systems must scale to address

The increasing amount of data to analyze

The increasing number of users to serve

The increasing complexity of the problems
Two approaches are usually used to address
scalability issues

Vertical scalability (scale up)

Horizontal scalability (scale out)

18




Scale up vs. Scale out

Vertical scalability (scale up)

Add more power/resources (main memory, CPUSs)
to a single node (higiperforming server)

Cost of supeicomputers is not linear with respect to
their resources

Horizontal scalability (scale out)

Add more nodes (commodity servers) to a system

The cost scales approximately linearly with respect to
the number of added nodes

But data center efficiency is a difficult problem to solve

19

Scale up vs. Scale out

For dataintensive workloads, a large number of
commodity servers is preferred over a small
number of highperforming servers

At the same cost, we can deploy a system that

processes data more efficiently and is more fault
tolerant

Horizontal scalability (scaleut) is preferred for
big data applications

But distributed computing is hard

- New systems hiding the complexity of the distributed part of
the problem to developers are needed

20
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Cluster computing challenges

Distributed programming is hard
Problem decomposition and parallelization
Task synchronization
Task scheduling of distributed applications is
critical
Assign tasks to nodes by trying to
Speed up the execution of the application

Exploit (almost) all the available resources
Reduce the impact of node failures

21

Cluster computing challenges

Distributed data storage
How do we store data persistently on disk and
keep it available if nodes can fail?

Redundancy is the solution, but it increases the
complexity of the system

Network bottleneck

Reduce the amount of data send through the
network
Move computationand codeto data

22
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Cluster computing challenges

Distributed computing is not a new topic
HPC (Higkperformance computing) ~1960
Grid computing ~1990
Distributed databases ~1990

Hence, many solutions to the mentioned

challenges are already available

But we are now facing big data driven

problems

- The former solutions are not adequate to address

big data volumes

23

Typical Big Data Problem

Typical Big Data Problem
Iterate over a large number of records/objects
Extract something of interest froneach record/object
Aggregate intermediate results

Generate final output
The challenges:

Parallelization

Distributed storage of large data sets (Terabytes,
Petabyteg

Node Failure management
Network bottleneck
Diverse input format (data diversity & heterogeneity)

24
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Apache Hadoop

S 00

Apache Hadoop

Scalable faultolerant distributed system for
Big Data

Distributed Data Storage

Distributed Data Processing

Borrowed concepts/ideas from the systems
designed at Google (Google File System for

"' T 1T CMapRe@ucy

Open source project under the Apache license

I But there are also many commercial implementations
(e.g.,Cloudera Hortonworks MapR)

26
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Hadoop History

Dec 2004 Google published a paper about GFS
July 200% NutchusesMapReduce

Feb 2006 Hadoopbecomes d_ucene

subproject

Apr 2007z Yahoo! runs it on a 100@ode cluster
Jan 200& Hadoopbecomes an Apache Top
Level Project

Jul 200& Hadoopis tested on a 4000 node
cluster

27

Hadoop History

Feb 200 The Yahoo! SearciWebmapis a
Hadoopapplication that runs on more than
10,000 core Linux cluster

June 200 Yahoo! made available the source
code of its production version d¢tadoop

In 2010Facebookclaimed that they have the
largestHadoopcluster in the world with 21

PB of storage

On July 27, 2011 they announced the data has
grown to 30 PB.

28
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Who uses/have used Hadoop?

Amazon
Facebook
Google
IBM
Joost
Last.fm
New York Times
PowerSet
Veoh
Yahoo!
888

29

Hadoop vs. HPC

Designed for

Usually, no CPU demanding/intensive tasks
(High-performance computing)

A supercomputer with a higievel computational

capacity

Performance of a supercomputer is measured in
floating-point operations per second (FLOPS)

Designed for
500AI1TU EO EO OOGAA Oi

1
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Hadoop: main components

Core components affadoop

Distributed Big Data Processing Infrastructure based
on theMapReducgrogramming paradigm

Provides a higHevel abstraction view

Programmers do not need to care about task scheduling and
synchronization

Faulttolerant

Node and task failures are automatically managed by iteedoop
system

HDFS HadoopDistributed File System)
Highavailability distributedstorage
Faulttolerant

31

Hadoop: main components

,,,,,,,,,,,,,,,

CPU CPU CPU CPU
Mem Mem Mem Mem

S et [ Pt |

Server 1 Server 2 Server N1 Server N
Rack 1 2AAE 8 Rack M

Example with number of replicas per chunk = 2
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Hadoop: main components
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Hadoop: main components
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Hadoop: main components
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Server 1 Server 2 Server N1 Server N
Rack 1 2AAE 8 Rack M

Example with number of replicas per chunk = 2
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Distributed Big Data Processing

Infrastructure

the from the

Hadoopprograms are based on thdapReduce
programming paradigm

Ve ~ . A ~ Ve ~ N 7

of the problem (scheduling, synchronization, etc)
Programmers focus on what

The distributed part (scheduling, synchronization,
etc) of the problem is handled by the framework
TheHadoopinfrastructure focuses on how

36
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Distributed Big Data Processing

Infrastructure

But an irdepth knowledge of theHadoop
framework is important to develop efficient
applications

The design of the application must exploit data
locality and limit network usage/data sharing

37

HDFS

HDFS
Standard Apachédadoopdistributed file system
Provides global file namespace

Stores data redundantly on multiple nodes to provide
persistence and availability
Faulttolerant file system
Typical usage pattern

Huge files (GB to TB)
Data is rarely updated

Reads and appends are common
Usually, random read/write operations are not performed

38
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HDFS

%A AE AZE B E OE @ O Milini afed E |
spread across the servers
Each chuck is replicated on different servers
(usually there are 3 replicas per chunk)

Ensures persistence and availability

To increase persistence and availability, replicas are
stored in different racks, if it is possible

Typically each chunk is 6628MB

,,,,,,,,,,,,,,,

CPU CPU CPU CPU
Mem Mem Mem Mem

Server 2 Server N1 Server N

Rack 1 2AAE 8 Rack M

Server 1

Example with number of replicas per chunk = 2
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HDFS

The Master node, a.k.a. Name Nodes in HDFS,
a special node/server that
Stores HDFS metadata

E.g., the mapping between the name of a file and the location
of its chunks

Might be replicated
Client applications: file access through HDFS
APIs
Talk to the master node to find data/chuck servers
associated with the file of interest
Connect to the selected chunk servers to access data

41

Hadoop ecosystem

ManyHadooprelated projects/systems are
available
Hive
A distributedrelational databasehased orMapReducefor

guerying data stored in HDFS by means of a query language
based on SQL

HBase

A distributed columnrorienteddatabase that usesIDFS for
storingdata

Pig
A data flow language and execution environment, based on
MapReducefor exploring very large datasets

42
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Hadoop ecosystem

Sgoop
1 Atool for efficiently moving datdrom traditional

relationaldatabasesand external flat file sources to
HDFS

ZooKeeper

I A distributed coordination service. It provides primitives
such as distributed locks

8 8
Each project/system addresses one specific
class of problems

43

MapReduce: introduction

B 20000 e
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Warm up: Word Count

Input
A large textual file of words
Problem
Count the number of times each distinct word
appears in the file
Output
A list of pairs <word, number>, counting the

number of occurrences of each specific word in
the input file

Word Count

Case 1: Entire file fits in main memory

28/02/2020
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Word Count

Case 1: Entire file fits in main memory

A traditional single node approach is probably the
most efficient solution in this case
The complexity and overheads of a distributed system
AEEAAOO OEA PAOAI OI AT AA «x
O0i Ai1 6 AAPAT AO hale OEA OAOI 60O

Word Count

Case 1: Entire file fits in main memory

A traditional single node approach is probably the
most efficient solution in this case
The complexity and overheads of a distributed system
AEEAAOO OEA DPAOAI OfI AT AA x
O0i Aii1 6 AAPAT AO i1 OEA OAOI 60
Case2: File too large to fit in maimemory

28/02/2020
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Word Count

Case 1: Entire file fits in main memory
A traditional single node approach is probably the
most efficient solution in this case
The complexity and overheads of a distributed system
AEEAAOO OEA DPAOAE OF AT AR x
001 Al 16 AAPATAG 11 OEA OAOI 00
Case2: File too large to fit in maimemory
How can we split this problem in a set of (almost)
independent sub-tasks, and

execute themin parallelon a cluster of servers?

Word Count with a very large file

Suppose that
The cluster ha8 servers
The content of the input file is
041 U A@AIi Badobp Hafobphunniy O
AgAil Pl A8d
The input file is split int@ chunks

The number ofeplicasis 1
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